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Van Iddekinge et al. (2018)’s meta-analysis revealed that ability and motivation have mostly an additive rather than an interactive effect on performance. One of the methods they used to assess the ability x motivation interaction was moderated multiple regression (MMR). Vancouver et al. (2021) presented conceptual arguments that ability and motivation should interact to predict performance, as well as analytical and empirical arguments against the use of MMR to assess interaction effects. We describe problems with these arguments and show conceptually and empirically that MMR (and the ΔR² it yields) is an appropriate and effective method for assessing both the statistical significance and magnitude of interaction effects. Nevertheless, we also applied the alternative approach recommended to test for interactions to primary data sets (k = 69) from Van Iddekinge et al. These new results showed that the ability x motivation interaction was not significant in 90% of the analyses, which corroborated Van Iddekinge et al.’s original conclusion that the interaction rarely increments the prediction of performance beyond the additive effects of ability and motivation. In short, Van Iddekinge et al.’s conclusions remain unchanged and, given the conceptual and empirical problems we identified, we cannot endorse Vancouver et al.’s recommendation to change how researchers test interactions. We conclude by offering suggestions for how to assess and interpret interactions in future research.
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Various theories propose that ability (A) and motivation (M) interact to predict performance (P, e.g., Locke & Latham, 1990; Maier, 1955; Vroom, 1964). More specifically, these theories predict that as M increases, so does the strength of the positive relation between A and P. However, empirical evidence for this claim has been mixed because some studies have found support for A x M interactions (e.g., Fleishman, 1958; Perry et al., 2010), whereas others have not (e.g., Mount et al., 1999; Sackett et al., 1998). Van Iddekinge et al. (2018) conducted a meta-analysis to resolve this issue. Using mainly original data or software output that primary study authors provided, Van Iddekinge et al. used moderated multiple regression (MMR) to compare the change in the multiple correlation coefficient (ΔR) from a model that included A and M (i.e., the additive model—first step) to a model that included A, M, and the product of A and M (i.e., the multiplicative model—second step). In addition to MMR, they also compared the relative weights for the two models and simple slopes for A-P relations at different levels of M.

Results from all three types of analyses indicated that A x M interaction effects were small, which is consistent with research on the size of interactions in applied psychology (e.g., Aguinis et al., 2005). In addition, in line with previous meta-analyses (e.g., Schmidt & Hunter, 1998), the additive effects of A and M were moderate to large. Thus, Van Iddekinge et al. concluded that “including ability—motivation interactions in future theoretical explanations or empirical models add complexity . . . but not necessarily increase understanding or prediction of performance. Instead, in most cases . . . researchers and practitioners can focus on the more parsimonious additive effects of ability and motivation” (p. 274).
Vancouver et al. (2021) stated that Van Iddekinge et al. may “have drawn the wrong conclusion about the functional form of ability and motivation’s influence on performance” (p. 2). Specifically, Vancouver et al. challenged MMR as follows:

“... the standard practice of indexing the effect size for a moderator in terms of the incremental validity found when adding a product term, \(x_z\), to a regression equation that already includes the first-order terms (i.e., the predictor, \(x\), and the moderator, \(z\)). The issue is that such a procedure assigns all the variance in the criteria, \(y\), shared among \(x\), \(z\), and \(x_z\) to the first-order terms (p. 2) ... if some joint effect is occurring (i.e., the product term makes a significant contribution), the procedure can lead to spurious conclusions that the first-order terms are also contributing to \(y\) independently of each other (i.e., nonjointly) as well as produce a substantially downwardly biased estimate of the size of the joint effect’s contribution to \(y\)” (p. 3).

Given these concerns, Vancouver et al. suggested abandoning the two-step, hierarchical MMR procedure and instead basing all inferences regarding interactions on the statistical significance of the regression coefficient for the cross product term from the second step of MMR.

Understanding the issues Vancouver et al. raised is important for drawing correct conclusions not only from the study by Van Iddekinge et al. but also from any study that reports results based on MMR. Indeed, if Vancouver et al.’s concerns are justified, they would call into question the validity of conclusions from thousands of MMR tests of interactions (e.g., Aguinis et al., 2005, 2017; O’Boyle et al., 2019). Their article also could change how future research tests theories and interventions that involve interactions or moderator variables.

We address Vancouver et al.’s concerns with MMR and evaluate their proposed alternative to testing interactions. We first discuss Vancouver et al.’s interpretation of research that has tested the \(A \times M\) interaction and research on best practices for testing interactions more generally. Then, we address their conceptual, analytic, and empirical arguments for the existence of \(A \times M\) interactions and against the use of MMR to test this and other interactions. We also implement the approach Vancouver et al. recommended for assessing interactions using primary data from Van Iddekinge et al. We conclude by providing suggestions for assessing and interpreting interaction effects in the future.

**Problems With Vancouver et al.’s Arguments Based on Prior Research**

Vancouver et al. noted that “the notion that ability and motivation affect performance multiplicatively was considered settled theory prior to the Van Iddekinge et al. (2018) meta-analysis” (p. 6). However, there are problems with this characterization of the literature. First, the functional form of the effects of \(A\) and \(M\) on \(P\) was far from settled because primary studies regularly failed to find interactions (e.g., Dachler & Mobley, 1973; Mount et al., 1999; Sackett et al., 1998), and literature reviews noted ambiguous theorizing and inconsistent empirical evidence (e.g., Terborg, 1977). Second, even researchers whose theories proposed an \(A \times M\) interaction effect sometimes expressed uncertainty about the specific form of the relationship. For example, Campbell (1990)—whom Vancouver et al. cited to support their statement that “scholars have long thought that the functional form of those two factors is best described as multiplicative . . . ” (p. 20)—noted that “... the precise form [of the equation for predicting performance] is obviously not known and perhaps not even knowable” (Campbell, 1990, p. 706). In fact, Campbell and colleagues later concluded that “it is possible that the amount of improvement provided by a multiplicative functional form would not be substantial” (McCloy et al., 1994, p. 503).

There also are problems with Vancouver et al.’s description of research on testing interaction effects. For one, the fact that MMR is an appropriate method to assess interaction effects has been established for several decades (e.g., Arnold & Evans, 1979; Cohen, 1968, 1978; Cronbach, 1987). In the 1970s and 1980s, given concerns that it was difficult to detect hypothesized interactions (e.g., Zedeck, 1971), there was a vigorous debate of alternative procedures and interpretations (e.g., Althausen, 1971; Arnold, 1982; Cronbach, 1987; Darrow & Kahl, 1982; Friedrich, 1982; Socklaff, 1976; Stone & Hollenbeck, 1984). However, these debates have long been settled, and methodologists in applied psychology and other fields have widely endorsed MMR (e.g., Aguinis, 2004; Aiken & West, 1991; Cohen et al., 2003; Cortina, 1993; Dalal & Zickar, 2012; Evans, 1991; LeBreton et al., 2013; McClelland & Judd, 1993).

Vancouver et al. also referred to Arnold and Evans (1979) as a main source of support for their arguments against MMR. For example, Vancouver et al. stated that “if some joint effect is occurring, analytic methods like MMR cannot determine how much of the effects of the \(x\) and \(z\) are joint and how much, if any, are nonjoint, unless the interaction is disorderly and fully symmetric (Arnold & Evans, 1979, p. 6)”.

However, nowhere in their article did Arnold and Evans raise this point. In contrast, one of the main goals of Arnold and Evans was to “demonstrate theoretically and algebraically how and why hierarchical multiple regression permits a valid test for the existence of interaction effects” (p. 42). In fact, Evans (1991) reiterated his support of MMR, noting that “an interaction term \([X \times Z]\) ... involves variance explained over and above the variance explained by the main effects of \([X\] and \(Z]\). Cohen (1978) has demonstrated convincingly that it is the partialed product (partialing out the two component variable correlations with the dependent variable) that indexes the interaction effect . . . ” (p. 7).

**Problems With Vancouver et al.’s Conceptual Arguments**

As a conceptual argument for expecting large \(A \times M\) interaction effects, Vancouver et al. presented a thought experiment in which two famous actors (i.e., Dwayne “the Rock” Johnson and Jim Parsons who played Sheldon Cooper in the television show “The Big Bang Theory”) had zero motivation to lift a barbell (because they were playing video games) or had zero ability to do so (because they were paralyzed). Vancouver et al. suggested that the multiplicative model would correctly predict that performance would be zero in both scenarios. In contrast, the additive model would be incorrect because ability would not have an independent, additive effect in the first situation and motivation would not have such an effect in the second situation.

Although the multiplicative model would hold in these hypothetical scenarios, these situations do not exist in real organizations because employees with zero physical ability are not hired to perform physically demanding jobs, and employees with
zero motivation tend to quit or get fired. Relatedly, Vancouver et al. stated that “… the more one samples closer to the conceptual zero value (e.g., no effort; ability negated by paralysis), the less variance in y is shared by x, z, and xz, putting the interaction in greater relief” (p. 18). Again, a scenario in which ability is zero does not exist in real organizations and represents an unrealistic instance of an extreme-groups design. Although such designs increase the chances of detecting an interaction (McClelland & Judd, 1993), the effect sizes they yield are upwardly biased and not generalizable (Cortina & DeShon, 1998).

Moreover, the only situation in which the effects of X and Z on Y would be purely multiplicative (i.e., $Y = X \times Z$) is when X and Z are bivariate unrelated to Y and only the interaction effect explains variance in Y. In this case, the form of the interaction must be disordinal (Cohen et al., 2003). As we show in Figure 1, Panel A, a disordinal interaction takes the form of a complete crossover interaction. However, there is extensive evidence that both A and M have nontrivial (and most certainly nonzero) bivariate relationships with P (e.g., Hunter & Hunter, 1984; McHenry et al., 1990; Van Eerde & Thierry, 1996; Wright, 1990). Thus, any interaction between A and M would most likely take the form of an ordinal interaction as shown in Figure 1, Panel B. Furthermore, a disordinal interaction would suggest that A or M become detrimental to P at low values of the other, which is unrealistic given that both constructs tend to relate positively to performance. Thus, based on the existing evidence, it is unlikely that the effects of A and M on P would be consistent with a pure multiplying model.

Figure 1
Illustrations of Ordinal and Disordinal Interactions. Panel A: Disordinal Interactions, Data Generating Function for Y Based on Pure Multiplying Model. Panel B: Ordinal Interactions, Data Generating Function for Y Based on Combined Adding-Multiplying Model.
Finally, in challenging Van Iddekinge et al.’s conclusion that an additive model is more parsimonious than a multiplicative model, Vancouver et al. argued that

A theory that states “Performance = Ability × Motivation” does not seem any less parsimonious than a theory that states “Performance = Ability + Motivation” . . . Indeed, the multiplicative model is arguably more parsimonious because only one scaling value is needed (see Model 2), whereas with the additive model, two are needed in addition to the intercept term (see Model 1). Thus, a desire for parsimony cannot be used as a reason to reject the multiplicative hypothesis (pp. 13–14).

We disagree that multiplicative relations are more parsimonious than additive ones. A pure adding model is simpler than a pure multiplying model because the relationship between X and Y is not conditional on the specific values of Z (see also Murphy & Russell, 2017). Furthermore, if X and Z are continuous, a multiplicative model would result in an infinite number of conditional slopes when Y is regressed onto X. In contrast, even if the additive effects of both X and Z are significant, it would require only two lines to graph the relationships Y has with X and Z.

Problems With Vancouver et al.’s Analytical Arguments

Vancouver et al. raised several analytical concerns about MMR. We highlight problems with their arguments concerning how MMR partitions variance, differences between pure multiplying and combined adding–multiplying models, and bias in $R^2$ estimates.

Variance Partitioning in MMR

Vancouver et al. suggested that MMR is unable to provide a “clean, unpartialed effect size estimate . . . unless the interaction is disordinal and fully symmetric (Arnold & Evans, 1979)” (p. 6). Moreover, they asserted that MMR is unable “ . . . to determine the degree to which the variance in y shared by x, z, and xz ‘belongs’ to the additive or multiplicative conceptual models” (p. 6). Vancouver et al.’s concern appears to be based on the belief that the lower-order terms “steal” variance explained in Y that should be assigned to the interaction effect. Although Cohen (1978) and Cronbach (1987) proved this argument to be false, we address Vancouver et al.’s concern by considering how MMR partitions variance.

In the first step of MMR, the following equation is applied to the data:

$$ Y = b_0 + b_1(X) + b_2(Z) + e. \tag{1} $$

The $R^2$ from this step represents the variance in Y predicted by the additive effects of X and Z. The $R^2$ from Equation 1 is visually shown in Figure 2, Panel A and is equal to $a + b + c$. These variance components reflect the variance in Y uniquely explained by X (i.e., $a$), uniquely explained by Z (i.e., $b$), and jointly explained by X and Z (i.e., $c$).

In the second step of MMR, the following equation is applied to the data:

$$ Y = b_0 + b_1(X) + b_2(Z) + b_3(XZ) + e. \tag{2} $$

Figure 2, Panel B shows the $R^2$ for this model is equal to $a_1 + a_2 + b_1 + b_2 + c + d$ (or equivalently, $a + b + c + d$). This value represents the proportion of variance in Y that is a function of both the additive $(a + b + c)$ effects from Step 1 and the interactive effect $(d)$. Some of the variance in Y is explained by X only (i.e., $a_1$), some is explained by Z only (i.e., $b_1$), and some is uniquely explained by the interaction of X and Z (i.e., $d$). In addition, some of the variance continues to be explained by the additive effects of X and Z, specifically $a_2, b_2$, and $c$. Because this variance also overlaps with the cross product term (XZ), Vancouver et al. concluded that there is no “clean” estimate of the interaction effect. This conclusion implies that the additive effects of X and Z contaminate the estimate of the interaction effect.

The fact that some of the variance in XZ overlaps with the variance in its components X and Z (i.e., they are “multicollinear”) does not indicate that the components somehow steal variance that should be credited to the interaction effect (Cohen et al., 2003; Dalal & Zickar, 2012; LeBreton et al., 2013). The interaction effect is equal to area $d$, nothing more, nothing less. If there is any “theft” of variance, it is the cross product term that steals variance from the lower-order effects. As shown in Figure 2, variance XZ shares with X and Z in the second step of MMR (i.e., $a_2, b_2$, and $c$) is completely explained by the additive effects in the first step (i.e., $a, b$, and $c$). Thus, this variance must be assigned to the additive effects of X and Z and not to the interaction effect (Aiken & West, 1991; Arnold & Evans, 1979; Cohen et al., 2003; Cronbach, 1987; LeBreton et al., 2013).

Distinguishing Between Pure Multiplying and Combined Adding–Multiplying Models

Vancouver et al. asserted that MMR cannot discern whether an interaction effect was generated by a pure multiplying conceptual model ($Y = XZ$) or by a combined adding–multiplying conceptual model ($Y = X + Z + XZ$). To support their assertion, they quoted Arnold and Evans (1979): “There is no empirical basis for distinguishing between a ‘pure’ multiplying model and a ‘combined’ adding–multiplying model” (emphasis in the original, p. 51). However, Arnold and Evans stated this in the context of cautioning researchers about interpreting the coefficients for X and Z in the presence or absence of an interaction.

To illustrate this point, Arnold and Evans (1979) transformed X and Z into new predictors, $X^*$ and $Z^*$. Next, they compared the results of MMR applied to the original predictors (i.e., X, Z, and XZ) to results applied to the transformed predictors (i.e., $X^*$, $Z^*$, and $X^*Z^*$). When they applied Equation 2 to the original predictors, $b_1, b_2$, and $b_3$ were all significantly different from zero. However, when they applied Equation 2 to the transformed predictors, $b_1$ remained the same, whereas $b_1$ and $b_2$ were no longer different from zero.

Thus, although the transformations changed the coefficients for X and Z, they did not alter the regression coefficient for XZ. Arnold and Evans summarized their findings as follows:

These results also serve to underscore the fact that the appropriate test of the multiplicative model is not the relative magnitude of the [regression weights], nor is it how much variance the [cross product] term explains. Rather, it is the difference in variance explained by the combined adding–multiplying model in comparison with the simple additive model . . . [the $R$ and $R^2$ values from these models] are invariant across transformations, while both the [regression weights] and zero-order correlations between the dependent variable and the product . . . fluctuate with the transformation (pp. 52–53).
In summary, Arnold and Evans (1979) did not conclude that it is impossible to distinguish between a pure multiplying model and a combined adding–multiplying model, nor was their critique aimed at MMR or transformations. Rather, they showed how basing conclusions about additive versus interactive effects on the relative magnitude of the regression coefficients can be misleading. Specifically, although linear transformations of $X$ and $Z$ (e.g., centering) may impact the size and significance of $b_1$ and $b_2$ (in Equation 2), such transformations have no impact on $b_3$, nor do they affect the size of the interaction effect (i.e., $\Delta R^2$) or its functional form (see also Aguinis, 2004; Aiken & West, 1991; Cohen et al., 2003).

**Bias in $R^2$**

Vancouver et al. claimed that $\Delta R^2$ is a downwardly biased estimate of the interaction effect (e.g., p. 3). Instead, it is well-known that the opposite is true as: $R^2$ (and by extension $\Delta R^2$) is an upwardly biased estimate of the population parameter (e.g., Cohen et al., 2003; Shieh, 2008; Wherry, 1931). Indeed, this is why a best practice is to use adjusted $R^2$ by applying formulas that correct for shrinkage (e.g., Ployhart & Hakel, 1998; Raju et al., 1997; Yin & Fan, 2001). As Murphy and Russell (2017) noted, “small-sample estimates of $\Delta R^2$ (which are sometimes offered as evidence of ‘substantive’ incremental prediction due
to \(XZ\) interactions) are likely to show substantial shrinkage when generalized to the population or other samples” (p. 556).

**Problems With Vancouver et al.’s Empirical Arguments**

**Vancouver et al.’s Monte Carlo Simulation**

Vancouver et al.’s empirical arguments against MMR were based on the results of a Monte Carlo simulation in which they “… created a data set with 1,000 cases composed of two constructs, \(X\) and \(Z\), generated from a normal distribution with a mean of 0.5 and a standard deviation of 0.1 …” and then created \(Y\) by multiplying \(X\) and \(Z\) (i.e., \(Y = XZ\))” (p. 8).

Although Vancouver et al. stated that \(Y\) was solely a function of the interaction effect, they set their \(Y\) scores equal to the cross product term. The problem with this approach is that the cross product term is not isomorphic with the interaction effect because, in addition to the interaction effect of \(X\) and \(Z\), the cross product term also carries information about the main effects of \(X\) and \(Z\) (Cohen et al., 2003). In contrast, the interaction effect represents the portion of the cross product that is statistically independent of the main effects. To simulate data that were solely a function of the interaction effect, Vancouver et al. should have used the residuals obtained by regressing \(XZ\) onto \(X + Z\) (LeBreton et al., 2013). Hereafter, we refer to the interaction effect as \(XZ_{\text{res}}\) to highlight the fact that the interaction reflects the residual (i.e., “res”) variance in the cross product term that remains after removing variance shared with the first-order effects of \(X\) and \(Z\).

Because Vancouver et al.’s simulation used the cross product rather than the interaction effect, there was a misalignment between the conceptual model they intended to test (i.e., pure multiplying model; \(Y = XZ_{\text{res}}\)) and the model they actually tested (i.e., cross product model; \(Y = XZ\); which, as we illustrate below, was nearly identical to the combined adding–multiplying model; \(Y = X + Z + XZ\)). The misalignment is evident in the observed correlations of .710 between \(Y\) and \(X\) and .707 between \(Y\) and \(Z\) (Vancouver et al., Table 1). If the data were a function of a pure multiplying model, these correlations would be exactly zero (see also Table 1 in Evans, 1985). The fact that additive effects of \(X\) and \(Z\) accounted for 98% of the variance in \(Y\) (see Vancouver et al.’s Table 2) confirms this misalignment between their theory and the data used to test that theory because if the effects of \(X\) and \(Z\) were solely multiplicative, the additive effects would be zero. Finally, as we noted, data simulated to mimic a pure multiplying model should result in a perfectly symmetrical disordinal interaction, whereas data simulated to mimic a combined adding–multiplying model should result in an ordinal interaction. We graphed the results of Vancouver et al.’s simulation (see our Figure 3), which verified two important points. First, interaction effects are invariant across linear transformations (in this case, raw vs. mean-centered predictors). Second, the form of the interaction reflects a strong ordinal effect, which would not be the case if the data were simulated to mimic a pure multiplying effect.

**Correcting Vancouver et al.’s Simulation**

Because Vancouver et al. did not simulate scores based on a pure interaction effect \((XZ_{\text{res}})\), some of their conclusions are inaccurate. To demonstrate this, we replicated and extended their simulation to assess the accuracy of MMR. Specifically, we simulated four possible conceptual models (the online supplement includes details of all procedures and results) as follows:

1. **Adding model**: \(Y\) is only a function of the additive effects of \(X\) and \(Z\) \((Y = X + Z)\).

2. **Cross product model**: \(Y\) is a function of the unresidualized cross product of \(X\) and \(Z\) \((Y = XZ)\). This is the model Vancouver et al. used to simulate a pure multiplying model.

3. **Multiplying model**: \(Y\) is solely a function of the interaction effect of \(X\) and \(Z\), which we simulated using the residualized cross product term \((Y = XZ_{\text{res}})\). This is the model Vancouver et al. should have used in their simulation.

4. **Combined adding–multiplying model**: \(Y\) is a combination of the additive and multiplicative effects of \(X\) and \(Z\) \((Y = X + Z + XZ\), which is equivalent to \(Y = X + Z + XZ_{\text{res}}\)).

We then applied MMR to the data generated from each of the four models and compared inferences regarding the presence, size, and form of the interaction effect. MMR assesses the statistical significance of the interaction using the \(F\) test for the \(\Delta R^2\) from the adding model to the combined adding–multiplying model in Equation 2. As Vancouver et al. correctly noted, the \(p\) value for this \(F\)-based test is identical to the \(p\) value for the \(t\) statistic for the test that \(\beta_3 = 0\). In addition, MMR assesses the magnitude of the interaction effect using \(\Delta R^2\), which reflects the variance in \(Y\) the interaction explains beyond the variance the first-order effects explain.

Table 1 shows the simulation results. In terms of statistical significance, results revealed that MMR correctly inferred the absence of an interaction effect for the adding model \((p = 1.00)\) and correctly detected an interaction for the cross product, multiplying, and combined adding–multiplying models (all \(p < .01\)). In addition, MMR’s partitioning of the explained variance was consistent with the data-generating functions. Specifically, for the adding model, MMR correctly assigned all explained variance to the lower-order effects \((R^2 = 1.00)\) and none to the interaction effect \((\Delta R^2 = .00)\). For the cross product and combined adding–multiplying models, MMR estimated large lower-order effects \((R^2 = .980\) and .998) and very small interaction effects \((\Delta R^2 = .020\) and .002). Finally, for the multiplying model, MMR correctly detected no additive effects \((R^2 = .00)\) and assigned all predicted variance to the interaction effect \((\Delta R^2 = 1.00)\). Overall, these results verify that when the interaction effect is simulated correctly, MMR provides accurate information about the presence, size, and form of the interaction.

**Reanalysis of Van Iddekinge et al.’s Data Using Vancouver et al.’s Approach**

Vancouver et al. contended that “the \([\Delta R^2]\) procedure is merely meant to challenge the multiplicative form, not determine the relative contribution of the multiplicative effect relative to an
Figure 3
Graphs of Results From Vancouver et al.’s Simulation. Panel A: Interaction Effect Based on Construct-Level Data (Y, X, Z, XZ). Panel B: Interaction Effect Based on Observed Data (y, x, z, xz). Panel C: Interaction Effect Based on Centered (Observed) Data (y, x_c, z_c, x_cz_c)
Thus, instead of by only should be attributed to the M = .05) and low statistical power (R scores simulated from Equation 4). Results in by .05 and .10 beyond the additive effects. Furthermore, we graphed the seven interactions. Extending this logic to our simulation would render inaccurate inferences. For example, because b3 was significant in both the combined adding–multiplying and the cross product models, Vancouver et al.’s recommendation would lead us to incorrectly.

Limitations of Vancouver et al.’s Recommended Approach

Although we conducted the analyses Vancouver et al. suggested, there are limitations to this approach. First, this test focuses only on the statistical significance of an interaction. As such, this approach is subject to the well-known limitations of null hypothesis significance testing, including reliance on a somewhat arbitrary, yes/no decision criterion (i.e., p < .05) and low statistical power (Aguinis, 1995; Cohen, 1994; Schmidt, 1996).

Second, unlike MMR, which provides an effect size estimate for the interaction (i.e., ΔR²), the approach Vancouver et al. recommended does not provide a standardized effect size estimate for the interaction. Rather, it estimates the R² for a model containing both additive and interaction effects. Although Vancouver et al. did not provide recommendations for how to interpret R² when b3 is statistically significant, their critique of Van Iddekinge et al. may shed some light on their viewpoint as follows:

… the method Van Iddekinge et al. used to assess the relative contributions of additive as opposed to multiplicative models of ability and motivation on performance was destined to favor, substantially, the additive model. Indeed, we suspect that the 9.4% relative weight “effect,” which was obtained by dividing change in Multiple R by final Multiple R, underestimated the true effect by 90.6% (e.g., 100% − 9.4% = 90.6%). This is because, conceptually, it is difficult to imagine an additive, nonjoint effects of ability or motivation on performance (p. 12).

This statement implies that Vancouver et al. believe all the predicted variance in Y should be attributed to the A × M interaction. Extending this logic to our simulation would render inaccurate inferences. For example, because b3 was significant in both the combined adding–multiplying and the cross product models, Vancouver et al.’s recommendation would lead us to incorrectly.

Table 1
Summary of Simulation Results Using Construct-Level Data

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Parameter estimate</th>
<th>Y.ADD</th>
<th>XZ</th>
<th>Y.COMB</th>
<th>Y.XZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Step 1</td>
<td>Step 2</td>
<td>Step 1</td>
<td>Step 2</td>
</tr>
<tr>
<td>—</td>
<td>b₀</td>
<td>0.00</td>
<td>0.00</td>
<td>0.50</td>
<td>3.00</td>
</tr>
<tr>
<td>X</td>
<td>b₁</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>-5.00</td>
</tr>
<tr>
<td>Z</td>
<td>b₂</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>-5.00</td>
</tr>
<tr>
<td>XZ</td>
<td>b₃</td>
<td>0.00</td>
<td>-10.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>R²</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>ΔR²</td>
<td></td>
<td>0.00</td>
<td>-10.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note. Y.ADD = Y scores simulated using a pure adding model (i.e., Y = X + Z); Y.Z = Y scores simulated using a pure multiplying model (i.e., Y = XZ). Y.COMB = Y scores simulated using a combined adding–multiplying model (i.e., Y = X + Z + XZ); Y.XZ = Y scores simulated using a cross product model (i.e., Y = XZ).

1 A well-known potential limitation of statistical significance is low statistical power, which is a particular concern when testing interactions because their effects tend to be very small (Aguinis & Stone-Romero, 1997). Thus, we used the g*power software (Faul et al., 2009) to compute power for the Van Iddekinge et al. data. Given the mean observed R² for the additive model was approximately .10, we computed the power needed to detect interactions that would increase R² by .05 and .10 beyond the additive effects. We selected these effect sizes because they seem to be the minimum amount of additional variance that would be useful in most situations (see also Murphy & Russell, 2017). We computed f values corresponding to these R² changes, which were .04 and .13, respectively. In addition, we used a power of .80 and an alpha of .05. Results revealed a sample size of at least 159 would be needed to detect a .05 increase in R² and sample size of at least 81 would be needed to detect a .10 increase. The mean sample size across the primary studies in Table 2 was 215 (SD = 157). Thus, studies generally possessed sufficient power to detect what might be considered nontrivial interaction effects.

2 An anonymous reviewer suggested that we also implement Vancouver et al.’s approach by using meta-analysis to estimate the fully corrected correlations (for A, M, A × M, and P) and run a MMR on the meta-analytic correlations. We conducted these analyses (using data from the 69 analyses we used in the previous analyses) and found an R² of .202 for Equation 1 and a R² of .204 for Equation 2. Thus, the A × M interaction increased R² by only .002, or an additional 0.2% of explained variance in performance beyond the first-order effects of A and M. In short, substantive conclusions remained unchanged.

3 The 9.4% value from the study by Van Iddekinge et al. was not calculated as Vancouver et al. suggested. Rather, this value reflects the mean relative weight percentage for the ability–motivation interaction effect across all studies in their meta-analysis (see their Table 2, p. 263).
Table 2
Significance Tests of the Ability by Motivation Interaction Effect on Performance for Primary Studies From Van Iddekinge et al. (2018)

<table>
<thead>
<tr>
<th>Study</th>
<th>Ability</th>
<th>Motivation</th>
<th>Performance</th>
<th>N</th>
<th>$\Delta R^2$</th>
<th>$\beta$</th>
<th>$(df)$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barros et al. (2014)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Task performance</td>
<td>151</td>
<td>.004</td>
<td>.07</td>
<td>76 (147)</td>
<td>.45</td>
</tr>
<tr>
<td>Bell and Kozlowski (2002)</td>
<td>GMA</td>
<td>Effort (on task)</td>
<td>Lab performance</td>
<td>115</td>
<td>.001</td>
<td>-.03</td>
<td>-.28 (111)</td>
<td>.78</td>
</tr>
<tr>
<td>Bell and Kozlowski (2008)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>350</td>
<td>.000</td>
<td>-.01</td>
<td>-.20 (346)</td>
<td>.84</td>
</tr>
<tr>
<td>Bono (2001)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>143</td>
<td>.006</td>
<td>.08</td>
<td>.98 (139)</td>
<td>.33</td>
</tr>
<tr>
<td>Carreata et al. (2014)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Training performance</td>
<td>9,396</td>
<td>.000</td>
<td>.01</td>
<td>1.08 (9,392)</td>
<td>.28</td>
</tr>
<tr>
<td>Corker (2012)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>205</td>
<td>.000</td>
<td>.03</td>
<td>.41 (201)</td>
<td>.68</td>
</tr>
<tr>
<td>Study 1</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>251</td>
<td>.004</td>
<td>.07</td>
<td>-1.04 (247)</td>
<td>.30</td>
</tr>
<tr>
<td>Study 2</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>368</td>
<td>.006</td>
<td>.08</td>
<td>.79 (364)</td>
<td>.07</td>
</tr>
<tr>
<td>Study 2</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>424</td>
<td>.001</td>
<td>.04</td>
<td>.77 (420)</td>
<td>.44</td>
</tr>
<tr>
<td>Study 2</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>173</td>
<td>.001</td>
<td>-.04</td>
<td>-.52 (169)</td>
<td>.60</td>
</tr>
<tr>
<td>Hausdorf and Risavy (2015)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Training performance</td>
<td>124</td>
<td>.008</td>
<td>-.09</td>
<td>-1.06 (120)</td>
<td>.29</td>
</tr>
<tr>
<td>Huang (2012)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Lab performance</td>
<td>.004</td>
<td>.06</td>
<td>-.87 (120)</td>
<td>.39</td>
<td></td>
</tr>
<tr>
<td>Huang (2012)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Lab performance</td>
<td>.000</td>
<td>.02</td>
<td>-.28 (120)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>Iliescu et al. (2012)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>223</td>
<td>.004</td>
<td>-.06</td>
<td>-1.06 (219)</td>
<td>.29</td>
</tr>
<tr>
<td>Sample 2</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>61</td>
<td>.000</td>
<td>-.01</td>
<td>-.04 (57)</td>
<td>.97</td>
</tr>
<tr>
<td>Kluemper et al. (2013)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Task performance</td>
<td>101</td>
<td>.013</td>
<td>.12</td>
<td>1.14 (97)</td>
<td>.26</td>
</tr>
<tr>
<td>Kozlowski and Bell (2006)</td>
<td>GMA</td>
<td>Effort (off-task)</td>
<td>Lab performance</td>
<td>539</td>
<td>.007</td>
<td>-.09</td>
<td>-2.24 (535)</td>
<td>.03</td>
</tr>
<tr>
<td>Lee et al. (2011)</td>
<td>Sample 1 (German)</td>
<td>Fluid/crystallized intelligence</td>
<td>Achievement</td>
<td>57</td>
<td>.042</td>
<td>-.21</td>
<td>-1.59 (53)</td>
<td>.12</td>
</tr>
<tr>
<td>LePine and Van Dyne (2001)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Training performance</td>
<td>141</td>
<td>.019</td>
<td>.14</td>
<td>1.64 (137)</td>
<td>.10</td>
</tr>
<tr>
<td>Marcus et al. (2007)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>58</td>
<td>.000</td>
<td>-.04</td>
<td>-.03 (54)</td>
<td>.97</td>
</tr>
<tr>
<td>Mount et al. (2008)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Training performance</td>
<td>224</td>
<td>.004</td>
<td>-.07</td>
<td>-1.20 (220)</td>
<td>.23</td>
</tr>
<tr>
<td>Mussel (2013)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>190</td>
<td>.004</td>
<td>-.07</td>
<td>1.01 (186)</td>
<td>.31</td>
</tr>
<tr>
<td>Mussel et al. (2011)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>218</td>
<td>.022</td>
<td>.15</td>
<td>2.26 (214)</td>
<td>.03</td>
</tr>
<tr>
<td>Ono et al. (2011)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>37</td>
<td>.103</td>
<td>-.33</td>
<td>-2.23 (33)</td>
<td>.03</td>
</tr>
<tr>
<td>Perry et al. (2010)</td>
<td>Study 1</td>
<td>Critical reasoning</td>
<td>Achievement</td>
<td>208</td>
<td>.053</td>
<td>.24</td>
<td>3.45 (204)</td>
<td>.00</td>
</tr>
<tr>
<td>Perry et al. (2010)</td>
<td>Study 2</td>
<td>Quantitative ability</td>
<td>Achievement</td>
<td>218</td>
<td>.019</td>
<td>.14</td>
<td>2.10 (214)</td>
<td>.04</td>
</tr>
<tr>
<td>Ployhart (1999)</td>
<td>GMA</td>
<td>Achievement</td>
<td>Job performance</td>
<td>78</td>
<td>.001</td>
<td>-.02</td>
<td>.28 (130)</td>
<td>.78</td>
</tr>
<tr>
<td>Robinson (2009)</td>
<td>GMA</td>
<td>Effort (on task)</td>
<td>Lab performance</td>
<td>160</td>
<td>.000</td>
<td>-.02</td>
<td>-.22 (156)</td>
<td>.83</td>
</tr>
<tr>
<td>Robinson et al. (2013)</td>
<td>GMA</td>
<td>Effort (time spent)</td>
<td>Lab performance</td>
<td>.000</td>
<td>.01</td>
<td>-.14 (156)</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>Schmitt (2008)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>132</td>
<td>.005</td>
<td>.07</td>
<td>.78 (128)</td>
<td>.44</td>
</tr>
<tr>
<td>Seijts and Crim (2009)</td>
<td>GMA</td>
<td>Goal commitment</td>
<td>Lab performance</td>
<td>247</td>
<td>.004</td>
<td>.06</td>
<td>1.11 (243)</td>
<td>.27</td>
</tr>
<tr>
<td>Stanhope et al. (2013)</td>
<td>GMA</td>
<td>Training motivation</td>
<td>Training performance</td>
<td>104</td>
<td>.007</td>
<td>.09</td>
<td>.91 (100)</td>
<td>.36</td>
</tr>
<tr>
<td>Tolli (2009)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>339</td>
<td>.007</td>
<td>.09</td>
<td>1.57 (335)</td>
<td>.12</td>
</tr>
<tr>
<td>Tolli (2009)</td>
<td>GMA</td>
<td>Effort</td>
<td>Lab performance</td>
<td>.001</td>
<td>-.03</td>
<td>-.39 (162)</td>
<td>.70</td>
<td></td>
</tr>
<tr>
<td>Tolli (2009)</td>
<td>GMA</td>
<td>Goal commitment</td>
<td>Lab performance</td>
<td>.005</td>
<td>.07</td>
<td>.96 (162)</td>
<td>.34</td>
<td></td>
</tr>
</tbody>
</table>
attribute 100% of the explained variance to the interaction effect. However, MMR revealed that the interaction explained very little variance in both models ($\Delta R^2 = .002$ and .02, respectively).

### Summary and Recommendations

Vancouver et al. challenged the MMR approach to testing interactions. They also questioned conclusions of Van Iddekinge et al. whose meta-analytic comparison of the additive and interactive effects of $A$ and $M$ on $P$ was based, in part, on MMR. We thank Vancouver et al. for their efforts to ensure researchers use appropriate methods to test for interactions. However, we identified conceptual, analytical, and empirical problems with their arguments. First, $P = A \times M$ was not “settled theory” prior to Van Iddekinge et al. Rather, evidence for this interaction was mixed and ambiguous. Van Iddekinge et al.’s meta-analysis helped resolve this issue by showing that, in most cases, the interaction between $A$ and $M$ tends to provide very little additional prediction beyond their additive effects. Moreover, we applied the approach Vancouver et al. recommended to Van Iddekinge et al.’s data and found that the $A \times M$ interaction was statistically significant in only about 10% of cases. Thus, although some theories suggest that $A$ and $M$ interact to predict $P$, empirical evidence suggests this does not tend to be the case.

So why in most cases do $A$ and $M$ demonstrate additive effects on $P$ but not interactive effects? Vancouver et al. suggested that the lack of support for $A \times M$ is because MMR is a flawed method for assessing interactions. However, we demonstrated conceptually and empirically that this is not the case. Another possibility is that theories that propose this interaction are incorrect or that the interaction occurs only in certain situations (e.g., see Van Iddekinge et al.’s moderator analyses for the few instances in which the interaction effect was somewhat stronger). Alternatively, perhaps theories that hypothesize $A \times M$ are correct, but empirical tests of the hypothesis are the problem. For example, as Van Iddekinge et al. noted, tests of $A \times M$ often have been based on questionable measures of $A$ and/or $M$. And although they took considerable steps to screen the measures included in their meta-analysis, many primary studies used measures that may not fully assess the direction, intensity, or persistence of effort, which is the essence of $M$ (e.g., Campbell, 1990; Kanfer, 1990). In addition, study design factors such as scale coarseness, range restriction, and measurement error can reduce the magnitude of observed interaction effects (e.g., Aguinis & Stone-Romero, 1997). However, Van Iddekinge et al.’s results do not support this explanation regarding the effects of range restriction and measurement error because correcting for these artifacts did not increase support for $A \times M$.

Second, we also described problems in Vancouver et al.’s characterization of research on testing interaction effects more generally. The concerns Vancouver et al. raised about MMR are not new and have been successfully refuted many times (e.g., Arnold & Evans, 1979; Cohen, 1978; Cronbach, 1987). Moreover, Vancouver et al. frequently cited Arnold and Evans to support their arguments when these researchers were, in fact, strong advocates of MMR.

Third, Vancouver et al.’s conceptual arguments for $A \times M$ interactions are based on a thought experiment (involving “The Rock” and “Dr. Cooper”) in which ability or motivation are zero, a scenario that does not exist in real organizations staffed by real people. Furthermore, the only way a purely multiplicative model would be possible is if $X$ and $Z$ are uncorrelated with $Y$ (i.e., a disordinal interaction). This would be a very uncommon scenario in applied psychology, including the case of $A$ and $M$, which are known to have substantial, positive correlations with $P$.

Fourth, regarding Vancouver et al.’s analytical arguments, we showed how MMR correctly partitions variance between the lower-order effects and interaction effect. We also explained how Arnold and Evans’ (1979) work supports, rather than undermines, the appropriateness of using MMR to test interactions.

Finally, Vancouver et al.’s empirical arguments against MMR are based on a simulation in which they used the unresidualized cross product ($XZ$) to create data when they should have used the residualized cross product ($XZ_{res}$), which is independent of the lower-order effects and, by definition, represents the pure interaction effect. After correcting this error, we found that MMR accurately estimated both the statistical significance and magnitude of the interaction effect. We also noted limitations of Vancouver et al.’s suggested alternative to MMR, including a singular focus on the statistical significance of regression weights and the lack of an effect size estimate for the interaction.

We conclude by summarizing the approach we recommend to test and interpret interaction effects. First, address study design factors
identified as being critical for accurate tests of interactions (e.g., scale coarseness, range restriction, measurement error, sample size, and resulting statistical power). Of course, it also is critical to use valid measures of X, Z, and Y so that valid inferences can be made regarding the effects. Second, conduct an MMR analysis and use the $p$ value for $\Delta R^2$ (i.e., the $F$ test) to assess the statistical significance of the interaction and the size of $\Delta R^2$ to assess the effect size of the interaction. But, because MMR is known for its low statistical power (Aguinis, 1995), significance testing should only be conducted in the presence of sufficient power so that existing population effects are not incorrectly ignored in the sample. In addition, residualized relative weight analysis (LeBreton et al., 2013) can be used to understand the relative importance of interaction and first-order effects. Third, examine whether the form of the interaction is consistent with the hypothesized form (Gardner et al., 2017) using tools such as simple slopes analysis (e.g., O’Connor, 1998). Researchers also may assess the regions of significance of the interaction effect (e.g., Finsas & Goldstein, 2020) to ensure it does not apply only to extreme cases. Finally, consider the significance of the interaction for theory and practice. For example, Aguinis et al. (2010) described qualitative methods that could be used to assess practical significance, such as focus groups with decision makers to understand the “bottom-line” impact of interaction effects.

**Conclusion**

We read the study by Vancouver et al. with an open mind, and we carefully considered their concerns about MMR and the alternative approach for testing interactions they suggested. However, we identified conceptual, analytical, and empirical problems with their arguments and evidence. Perhaps most importantly, when we addressed a key error in their empirical evidence (i.e., simulating the cross product rather than the interaction effect), we found that MMR (and the $\Delta R$ and $\Delta R^2$ it yields) accurately assessed both the statistical significance and magnitude of interaction effects. Overall, our analysis of Vancouver et al. reaffirms Van Iddekinge et al.’s conclusion that the interaction between ability and motivation contributes little to the prediction of performance beyond the additive effects of the two variables. Our analysis also reaffirms that MMR is an appropriate tool for testing the presence and magnitude of interaction effects.
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