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Summary
An interaction effect indicates that a relationship is contingent upon the values of another (moderator) variable. Thus, interaction effects describe conditions under which relationships change in strength and/or direction. Understanding interaction effects is essential for the advancement of the organizational sciences because they highlight a theory’s boundary conditions. We describe procedures for estimating and interpreting interaction effects using moderated multiple regression (MMR). We distill the technical literature for a general readership of organizational science researchers and include specific best-practice recommendations regarding actions researchers can take before and after data collection to improve the accuracy of MMR-based conclusions regarding interaction effects. Copyright © 2010 John Wiley & Sons, Ltd.

Introduction

Interaction, also labeled moderating, effects provide information on whether the relationship between two variables is contingent upon the value of a third variable. In other words, an interaction effect hypothesis states that the relationship between two variables, or the effect of one variable on a second one, depends on the value of a third (moderator) variable.

It is no exaggeration to assert that virtually every major theory in the organizational sciences includes interaction effects (Aguinis, Beaty, Boik, & Pierce, 2005). This is because most theories, particularly those which are more mature, include a consideration of their boundary conditions. So, when we state that the direction or strength of a relationship (i.e., first-order relationship) depends upon or is contingent upon other factors, these other factors are labeled moderator variables because the first-order relationship is moderated (or, in general terms, it changes) as the moderator variable changes. Consider two illustrations that have made it into the pages of most textbooks in organizational behavior. The first one is about leadership theory. For decades, leadership research focused on leader characteristics as antecedents of outcomes such as group performance. However, Fiedler (1967) discovered that a more fruitful approach was to assess interaction effects between leadership style and
situational factors. The work by Fiedler and others led to the conclusion that situational factors serve as moderators of the effects of leadership style on group performance. A second illustration is in the area of work design. Similar to leadership theory, for many years researchers had focused on first-order relationships only; specifically, most research efforts were directed at trying to understand the direct effects of job characteristics (e.g., job autonomy) on work outcomes such as job satisfaction. However, Oldham, Hackman, and Pearce (1976) and others, produced a conceptual improvement and found evidence for an interaction effect: The relationship between core job dimensions and work outcomes is moderated by the degree of an individual’s growth-need strength. The presence of this interaction effect led to important conceptual as well as practical implications. For example, implementing job enrichment interventions will not lead to uniformly positive outcomes: Positive outcomes will be observed mainly for individuals who are high on growth-need strength.

Given the pervasiveness, prominence, and central role of interaction effects in the organizational sciences, the goal of this article is to provide an overview, together with best-practice recommendations, regarding how to test hypotheses, assess the possible presence and magnitude, interpret, and report interaction effects. Note, however, that researchers may wish to assess possible interaction effects in various contexts and implement various types of designs resulting in various types of data structures such as involving one or more indicators per latent construct, multi-level data structures, and quantitative literature reviews (i.e., meta-analysis). However, this article focuses only on estimating interaction effect utilizing one particularly common approach only: Moderated multiple regression (MMR). There is an extensive body of technical literature regarding the use of MMR. Much of this literature is quite specialized and includes analytic work that is mathematically sophisticated as well as Monte Carlo simulations involving lengthy and complex procedures and results. Due to the nature of this research, much of this work is not easily accessible to researchers with the usual methodological and statistical background resulting from doctoral-level training in the organizational sciences. Accordingly, this article distills the technical literature for a general readership and includes specific recommendations that researchers will be able to use in their quest for interaction effects.

**Estimating Interaction Effects Using Multiple Regression: Moderated Multiple Regression**

Moderated multiple regression (MMR) seems to be the statistical tool of choice for estimating interaction effects in the organizational sciences. For example, Aguinis et al. (2005) reviewed all issues of *Journal of Applied Psychology* (JAP), *Personnel Psychology* (PPsych), and *Academy of Management Journal* (AMJ) from 1969 to 1998 and identified all articles reporting a categorical moderator test using MMR. Although the review included only three journals and the review focused on one type of moderator variable only (i.e., categorical moderators and not continuous moderators), results showed that the total number of reported MMR analyses was 636. This review found that the first article using MMR to assess effects of categorical moderator variables in these three journals was published in 1977 and there is an upward trend in the use of MMR overtime. Overall, the frequency of MMR to estimate categorical moderators in JAP, PPsych, and AMJ has remained at a level of approximately 20–40 analyses per year since the mid-1980s. Given that the general multiple regression approach has remained one of the top five most popular data-analysis techniques over the past three decades (Aguinis, Pierce, Bosco, & Muslin, 2009), it is not surprising that MMR is one of the most popular, if not the most popular, approach for testing hypothesis about interaction effects.
Estimating interaction effects using MMR usually consists of creating two ordinary least squares (OLS) regression equations involving scores for a continuous predictor variable $Y$, scores for a predictor variable $X$, and scores for a second predictor variable $Z$ hypothesized to be a moderator. Stated differently, there is an interest in investigating whether there is an interaction effect between $x$ and $z$ observed scores in predicting or causing observed criterion scores $y$. Equation (1) shows the ordinary least squares (OLS) regression equation for a model predicting $y$ scores from the first-order effects of $x$ and $z$ observed scores:

$$y = a + b_1x + b_2z + e$$  \hspace{1cm} (1)$$

where $a$ is the least-squares estimate of the intercept, $b_1$ is the least-squares estimate of the population regression coefficient for $x$ observed scores, $b_2$ is the least-squares estimate of the population regression coefficient for $z$ observed scores, and $e$ is an estimated residual. Note that the observed criterion scores $y$ are quantitative; other procedures such as logistic regression can be used in situations in which $y$ scores are categorical (Jaccard, 2001). The moderator scores $z$ can be continuous or binary (i.e., categorical moderator with two levels). MMR can accommodate categorical moderators with more than two levels as well (see Aguinis, 2004, Chapter 8, for a more detailed description).

The multiple regression model shown in Equation (1) assumes that all variables identified by the theory are included in the model and that the variables are measured reliably (i.e., without error). In addition, it is assumed that the population data have the following characteristics: (a) The relationship between each of the predictors and the criterion is linear, (b) residuals (i.e., difference between predicted and actual $y$ scores) exhibit homoscedasticity (i.e., constant variance across values of each predictor; that is, residuals are evenly distributed throughout the regression line), (c) residuals are independent (i.e., there is no relationship among residuals for any subset of cases in the sample), (d) residuals are normally distributed, and (e) there is less than complete multicollinearity (i.e., less than perfect correlation between the predictors). These are the usual assumptions of all OLS multiple regression models and are described in detail in regression textbooks (e.g., Aguinis, 2004; Aiken & West, 1991; Cohen, Cohen, West, & Aiken, 2003).

The second equation, called the MMR model, is formed by creating a new set of scores, the product of the observed scores for the two predictors (i.e., $x \cdot z$), and including it as a third term in the equation. The addition of the product term yields the following model:

$$y = a + b_1x + b_2z + b_3x \cdot z + e$$  \hspace{1cm} (2)$$

where $b_3$ is the least squares estimate of the population regression coefficient for the product term scores.

To formally test for the presence of a hypothesized moderating effect (i.e., interaction between $x$ and $z$ scores in predicting $y$ scores), a $t$-statistic can be computed to test the null hypothesis $H_0$: $\beta_3 = 0$. The term $\beta_3$ is used to symbolize the regression coefficient for the product term in the population (i.e., $b_3$’s parameter). Conceptually, if $Z$ is a continuous variable, a test of this null hypothesis indicates whether the amount of change in the slope of the regression of $y$ on $x$ scores that results from a unit-change in $z$ scores is greater than would be expected by chance alone. Note that interaction effects are symmetrical because, in Equation (2), $x \cdot z = z \cdot x$. So, a rejection of the null hypothesis $H_0$: $\beta_3 = 0$ can also be interpreted as indicating that the amount of change in the slope of the regression of $y$ on $z$ scores that results from a unit-change in $x$ is greater than would be expected by chance alone. The former interpretation treats $Z$ as the moderator variable, whereas the latter treats $X$ as the moderator variable. Choosing to label one or the other variable as “predictor” or “moderator” is mathematically equivalent and, thus, it is based on conceptual considerations. In other words, from a theory perspective, does it make more sense and is there an interest in understanding whether the relationship...
between X and Y changes as Z changes, or whether the relationship between Z and Y changes as X changes?

Alternatively, and equivalently, the coefficients of determination (i.e., sample-based squared multiple correlation coefficients, $R^2$) are compared for Equations (1) (i.e., $R^2_1$) and (2) (i.e., $R^2_2$). The null hypothesis tested is $H_0: \psi^2_2 - \psi^2_1 = 0$, where $\psi^2_2$ and $\psi^2_1$ are the population parameters for $R^2_2$ and $R^2_1$, respectively. Conceptually, this null hypothesis tests whether the addition of the product term to the regression equation improves the proportion of explained variance in y scores above and beyond the proportion of variance explained by x and z scores alone. In other words, this hypothesis answers the question of whether the addition of the moderating effect in the model improves the prediction of variable Y above and beyond the first-order effects of variables X and Z. To test $H_0: \psi^2_2 - \psi^2_1 = 0$, an F statistic (distributed with $k_2 - k_1$ and $N - k_2 - 1$ degrees of freedom) is computed using Equation (3)

$$F = \frac{(R^2_2 - R^2_1)/(k_2 - k_1)}{(1 - R^2_2)/(N - k_2 - 1)}$$  \hspace{1cm} (3)

where $k_2$ is the number of predictors in Equation (2), $k_1$ is the number of predictors in Equation (1), and $N$ is the total sample size. Note that the statistical significance (i.e., $p$ value) associated with the $t$ statistic for the null hypothesis $H_0: \beta_3 = 0$ and the $F$ statistic for the null hypothesis $H_0: \psi^2_2 - \psi^2_1 = 0$ are identical.

In terms of implementing an MMR analysis using commonly available software packages, the first step consists of creating a new variable, which is the product term between X and Z. Most packages’ output include $F$ and $t$ statistics, and the associated statistical significance level (i.e., $p$), which allows researchers to answer the question of whether there is empirical support for the presence of an interaction effect.

Although testing hypotheses about interaction effects using MMR is a fairly straightforward procedure, results of such analysis are suspect in many, if not most, research studies. The reason is that MMR suffers from low statistical power (Aguinis, Boik, & Pierce, 2001; Aguinis, Culpepper, & Pierce, in press). Low statistical power means that, when they exist, the probability that population effects will be detected in the sample is low. In other words, researchers may conclude that their hypothesized interaction effect does not exist, whereas in fact it does. That is, researchers are likely to make a Type II error in their inferences regarding population interaction effects and fail to discover an existing interaction effect.


Due to the typical low statistical power of MMR, it is necessary to consider design, measurement, and analysis issues to improve the chances that existing moderators will be detected if they exist. If there is a sole focus on data-analysis issues, it is likely that the low power problem will not be overcome and researchers are likely to conclude that there is no interaction effect, although the effect may actually be quite strong in the population (Aguinis et al., 2001). By the time the data have been collected, not having paid attention to design and measurement issues may mean that the existing moderating effect will not be detected, even if we conduct the analysis following best practices.

Regarding design issues, statistical power is enhanced when the variance of predictor variables is not negatively biased. In many situations in organizational science research, the variance of scores in the sample under study is negatively biased usually due to selection. For example, if a study investigates...
work motivation as a predictor of job performance, it may be that only those individuals more highly
motivated participated in the study (i.e., there was a positive motivation spill-over effect from work to
completing the study’s questionnaire). The power of MMR is reduced markedly when the observed
variance in $X$ is negatively biased due to selection (Aguinis & Stone-Romero, 1997). Aguinis and
Stone-Romero’s (1997) Monte Carlo study revealed that a surprisingly mild ratio of sample to
population variance can have substantial detrimental effect on power. For example, in a situation with
a total sample size of 300 and no truncation on $X$ scores, the power to detect what Aguinis and Stone-
Romero operationalized as a medium-size moderating effect was .81. However, when the scores were
sampled from only the top 80% of the distribution of the population scores, power decreased to an
unacceptable .51. Thus, even in the presence of a relatively mild degree of selection (i.e., the bottom
20% of the distribution is truncated), power loss poses a serious threat to the validity of MMR-based
conclusions.

Two other important design-related considerations are related to the size of the sample included in
the study. When the moderator is a continuous variable, total sample size is the focal issue. The smaller
the sample size, the lower the power (other things equal). When the moderator is a categorical variable
(e.g., gender, ethnicity), the focal issue is not only total sample size but also the subgroup sample sizes
(e.g., number of men vs. number of women, number of ethnic minority vs. ethnic minority individuals).
Statistical power is enhanced when total sample size increases and when the subgroup proportions
approach .50 (i.e., similar number of individuals in each of the moderator-based subgroups).

Regarding measurement issues, statistical power is enhanced as we improve the reliability (i.e.,
decrease measurement error) of the criteria or dependent variables. In organizational science research,
constructs such as job performance, job satisfaction, trust, leadership effectiveness, and organizational
commitment are never measured with perfect reliability. In addition, measurement error in the
predictors tends to bias the regression coefficients. In other words, in situations of less than perfect
reliability in the predictor $X$ and moderator $Z$, the reliability of $x_z$ scores is affected adversely, and the
sample-based coefficient $b_3$ may underestimate the population coefficient $\beta_3$ (cf. Equation (2)).
Busemeyer and Jones (1983) provided the following expression which estimates the reliability for the
product term based on the reliabilities of the predictor $X$ and moderator $Z$ variables when they are both
standardized:

$$\rho_{xz,z} = \frac{\rho_{xz}^2 + \rho_{xx}\rho_{zz}}{\rho_{xz}^2 + 1}$$

Equation (4) indicates that when the predictor $X$ and the moderator $Z$ are uncorrelated (i.e., $\rho_{xz}^2 = 0$),
the reliability of the product term is reduced to the product of the reliabilities of the predictors. In other
words, if the reliability of $X$ is .70 and the reliability of $Z$ is also .70, the resulting reliability of the
product term is only .49! Not many organizational science researchers would find it acceptable to
collect data knowing that 50% of the variance in scores is random error and is completely unrelated to
the underlying construct of interest. However, unbeknownst to the researcher, this situation is not
infrequent for the product term scores when using MMR. When $Y$, $X$, or $Z$ are single-rater measures,
reliability can be improved by using multiple raters and averaging their scores. In addition, reliability
can also be improved by increasing the number of items (assuming the new items measure the same
underlying construct as the existing items). These are two ways to improve reliability in general that
also apply to the specific context of MMR.

A second important measurement issue to consider is scale coarseness. Statistical power will be
enhanced to the extent that measurement scales are less coarse (Aguinis, Pierce, & Culpepper, 2009). A
measurement scale is coarse when a construct that is continuous in nature is measured using items such
that different true scores are collapsed into the same category. This practice leads to the introduction of
errors because continuous constructs are collapsed. Although this fact is seldom acknowledged, organizational science researchers use coarse scales every time continuous constructs are measured using Likert-type scales (Aguinis, Pierce, & Culpepper, 2009). As noted eloquently by Russell and Bobko (1992), “summing responses to multiple Likert-type items on a dependent scale (as is often done in between-subjects survey designs) is not the same as providing subjects with a continuous response scale. . . if an individual responds to coarse Likert scales in a similar manner across items, the problem of reduced power to detect interaction remains. . . information loss that causes systematic error to occur at the item level would have the same effect on moderated regression effect size regardless of whether the dependent-response items were analyzed separately (as was done here in a within-subject design) or cumulated into a scale score” (p. 339). Thus, using scales that are as continuous as possible when measuring underlying continuous constructs will enhance statistical power.

Regarding analysis issues, statistical power will be enhanced if predictor variables are not artificially dichotomized via a median split or similar procedures leading to “high” versus “low” subgroups. The issue of artificial dichotomization is an issue related to data analysis and is different from the issue of scale coarseness, which is a design problem. Specific to the context of MMR, Stone-Romero and Anderson (1994) demonstrated that artificial dichotomization of a quantitative predictor leads to substantial power loss in tests of moderators.

A second important issue in terms of analysis refers to the violation of the (within-group) homogeneity of error variance assumption in the context of estimating interaction effects of categorical moderators (Aguinis, Petersen, & Pierce, 1999; Aguinis & Pierce, 1998). Within-group homogeneity of variance means that the variance in Y that remains after predicting Y from X is equal across moderator-based subgroups (i.e., values of Z). In other words, the predicted scores for Y should be similarly distributed about the regression line for each of the moderator-based subpopulations. Violating the assumption can affect MMR results and conclusions substantially. Alexander and DeShon (1994) conducted a Monte Carlo study to investigate the impact of violating the homogeneity of error assumption on statistical power. They found that when sample sizes are unequal across subgroups and the subgroup with the larger sample size is associated with the larger error variance, violating the assumption causes statistical power to decrease substantially. For example, in the case with two moderator-based subgroups and subgroup ns (rs) of 20 (.20) and 40 (.50), the statistical power of the MMR test was 1.00 (i.e., MMR results based on each sample resulted in the correct conclusion that there is a moderator in every case). Yet, when the subgroup with the larger sample size was paired with the smaller correlation (i.e., when ns [rs] were 20 [.50] and 40 [.20]), power dropped to approximately .79. In short, making sure that the homogeneity of error variance assumption is not violated enhances statistical power and, overall, the validity of MMR-based conclusions.

Table 1 includes a summary of 12 best-practice recommendations for estimating interaction effects using MMR. The first nine recommendations summarize each of the design, measurement, and analysis issues we have discussed thus far. The last three recommendations included in Table 1 refer to the interpretation and reporting of interaction effects. Recommendation #10 refers to centering or standardizing predictor scores. A situation that would warrant centering or standardizing predictor scores is that there may be an interest in interpreting the coefficients b1 and b2 (and the intercept a) in Equation (2) when there is a non-zero interaction effect. For example, assume that b2 = 2.0 and a continuous moderator Z. The interpretation of this regression coefficient is that Y scores are predicted to increase by 2 points when Z scores increase by 1 point at a value of X = 0. However, if X was measured using a scale that does not include a true zero point meaning the complete absence of an attribute (e.g., Likert-type scale ranging from 1 to 7), then the interpretation of b2 becomes meaningless because a value of x = 0 may not exist. For example, if we are predicting job performance (Y) based on general cognitive abilities (X) and conscientiousness (Z), then b2 is the predicted change for job performance based on conscientiousness for an individual with a score of precisely zero on general cognitive abilities, which is
an impossibility. Mean-centering achieves the goal of making the interpretation of the first-order coefficients meaningful by the process of re-scaling. If Equation (2) is computed after mean-centering the quantitative predictors, then the interpretation of $b_2 = 2.0$ is as follows: $Y$ scores are predicted to increase 2 points when $Z$ scores increase by 1 point for $x = \bar{X}$. Centered scores are obtained by simply subtracting the mean from each score, which can also be achieved by computing standardized scores (i.e., each score is subtracted from the mean and divided by the variable’s standard deviation). Note that centering or standardizing predictors does not affect the statistical significance of the test of the null hypothesis $H_0: b_3 = 0$ or $H_0: \psi_2^2 - \psi_1^2 = 0$ and it does not have any effect on the observed values of the difference between $R_2^2$ and $R_1^2$ (see Aguinis, 2004, Chapter 3, for a more detailed discussion of centering). However, centering can have an important effect on the interpretation as well as values for the intercept as well as coefficients for the first-order effects (i.e., $b_1$ and $b_2$ in Equation (2)).

Recommendation #11 refers to creating graphs to illustrate the nature of the interaction effect. Because the interpretation of $b_3$ can be confusing, it is typically useful to create a graph displaying the $X$–$Y$ relationship for various levels or values of $Z$. When $Z$ is a categorical variable, producing a graph involves first creating regression equation for each of the groups. Assuming a binary variable $Z$ and the use of dummy coding (i.e., 0s for members of one group and 1s for members of the second group), reworking Equation (2) for Group 1 (i.e., $z=0$ for members of this group) yields the following predicted scores for $\hat{y}$:

$$\hat{y} = a + b_1x + b_20 + b_30 \cdot 0$$

Group 1 equation: $\hat{y} = a + b_1x$

---

**Table 1. Summary of best-practice recommendations for estimating and interpreting interaction effects using moderated multiple regression (MMR)**

<table>
<thead>
<tr>
<th>Pre data collection recommendations</th>
<th>Post data collection recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Have a good rationale for why the interaction effect should exist</td>
<td>(1) Do not dichotomize or polichotomize continuous variables</td>
</tr>
<tr>
<td>(2) Understand needed design features (e.g., total sample size, reliability, moderator-based subgroup sample sizes for categorical moderators) using computer programs available in the public domain (Aguinis, 2004 for categorical moderators; Shieh, 2009 for continuous moderators)</td>
<td>(2) If estimating effects of categorical moderators, check for compliance with (within-group) homogeneity of error variance assumption using computer programs in the public domain (Aguinis, 2004; <a href="http://mypage.iu.edu/~hagunis/">http://mypage.iu.edu/~hagunis/</a>)</td>
</tr>
<tr>
<td>(3) Make design choices considering practical constraints but also based on the statistical power analysis results</td>
<td>(3) If estimating effects of categorical moderators and the homogeneity of error variance assumption has been violated, use alternatives to MMR using computer programs in the public domain (Aguinis, 2004; <a href="http://mypage.iu.edu/~hagunis/">http://mypage.iu.edu/~hagunis/</a>)</td>
</tr>
<tr>
<td>(4) Minimize scale coarseness (Aguinis, Pierce, &amp; Culpepper, 2009)</td>
<td>(4) Standardize or mean-center predictor scores if there is an interest in interpreting first-order effects in the presence of an interaction effect</td>
</tr>
<tr>
<td>(5) Use the most reliable measurement instruments available</td>
<td>(5) Create graphs to illustrate the nature of the interaction effect (O’Connor, 1998; <a href="https://people.ok.ubc.ca/brioconn/simple/simple.html">https://people.ok.ubc.ca/brioconn/simple/simple.html</a>, Preacher et al., 2006; <a href="http://people.ku.edu/~preacher/interact/">http://people.ku.edu/~preacher/interact/</a> mlr2.htm)</td>
</tr>
<tr>
<td>(6) Minimize truncation of predictor scores</td>
<td>(6) Estimate effect size and practical significance</td>
</tr>
</tbody>
</table>

Similarly, reworking Equation (2) for Group 2 assuming that \( z = 1 \) for members of this group yields the following predicted scores for \( y \):

\[
\hat{y} = a + b_1 x + b_2 z + b_3 x \cdot z \\
\hat{y} = a + b_1 x + b_2 1 + b_3 x \cdot 1 \\
\hat{y} = a + b_1 x + b_2 + b_3 x
\]

Group 2 equation : \( \hat{y} = a + b_2 + x(b_1 + b_3) \)

Now, the \( X-Y \) relationship can be plotted for each group. To do so, we can use values of one standard deviation below the mean, the mean, and one standard deviation above the mean for \( X \). Aguinis (2004, Chapter 3) includes specific examples.

If \( Z \) is a quantitative variable, Equation (2) can be reworked as follows:

\[
\hat{y} = (b_2 z + a) + (b_1 + b_3)x
\]

Now, the \( X-Y \) relationship can be plotted by selecting any value for \( Z \).

The equation describing the relationship between \( X \) and \( Y \) for a specific value of \( Z \) is called a simple regression equation and the slope of \( Y \) on \( X \) at a single value of \( Z \) is called a simple slope. For example, in Equation (5), we can use values of one standard deviation below the mean, the mean, and one standard deviation above the mean for \( Z \). O’Connor (1998) and Preacher, Curran, and Bauer (2006) include examples as well as a description of computer programs in SAS, SPSS, and \( R \) that allow for the creation of plots to more easily understand the nature of the interaction effect, including the plotting of simple slopes. \( R \) is an open-source and free statistical package that is becoming increasingly popular because it has several advantages over some of the more established commercially available packages (Culpepper & Aguinis, 2010). The Preacher et al. (2006) programs also allow for plotting regions of significance, which are values of \( Z \) between which the simple slope of \( Y \) on \( X \) is statistically significant. Note that centering does not affect simple slopes or regions of significance in any way and the interaction plot will be exactly the same when using uncentered and centered scores with the only difference that it will include different values on the \( X \)-axis (Aiken & West, 1991).

The last recommendation in Table 1, which also addresses issues of interpreting and reporting MMR results, involves an understanding of the size of the interaction effect. Obviously, it is first important to actually be able to detect an existing effect by having sufficient statistical power. However, if we do have sufficient statistical power and do find an interaction effect that is statistically significant, how do we know about the size of this interaction effect? Two types of metrics are readily available: Measures of fit and measures of prediction. One measure of fit is \( R^2_x^2 - R^2_x = \Delta R^2 \), which indicates the sample-based proportion of variance in \( Y \) explained by the interaction effect above and beyond the variance explained by the first-order effects of \( X \) and \( Z \). In the case of categorical moderators and when the homogeneity of error variance assumption is violated, a more appropriate estimate of effect size is a modified \( f^2 \) estimate (Aguinis, 2004; program available at http://mypage.iu.edu/~agunis/). In contrast to \( \Delta R^2 \), \( f^2 \) is the ratio of systematic variance accounted for by the moderator variable relative to unexplained variance in \( Y \) in Equation (2) (i.e., \( 1 - R^2_x \)). So, for example, if \( f^2 = .025 \), the interpretation is that the interaction effect between \( X \) and \( Z \) explains 2.5% of the variance in \( Y \) that was unexplained by the first-order (i.e., \( X \) and \( Z \)) and the interactive effects of \( X \) and \( Z \) (i.e., \( X \cdot Z \)). In terms of measures of prediction, an effect size estimate is \( b_3 \) (cf. Equation (2)). In the case of continuous moderators, \( b_3 \) indicates how the slope of \( Y \) on \( X \) changes per a 1-unit change in the moderator \( Z \). So, for example, if \( b_3 = -2 \), this means that when the moderator \( Z \) increases by 1 point, the slope of \( Y \) on \( X \) decreases 2 points. In the case of a binary categorical moderator, and when dummy-coding is used (i.e., 1s for
members of one subgroup and 0s for members of the other subgroup), $b_3$ indicates the difference in slopes of $Y$ on $X$ between the subgroup coded as 1 and the subgroup coded as 0. So, for example, if $b_3 = 5$, this means that there is a 5-point difference in the slope of $Y$ on $X$ in favor of the subgroup coded as 1 compared to the subgroup coded as 0.

**Conclusions**

Interaction effects play a pivotal role in the theoretical development of the organizational sciences and all sciences in general because they allow us to understand the conditions under which relationships between variables change in strength and direction. Hence, interaction effects provide information on the boundary conditions of theories and their predictions. As such, the better our understanding of how to estimate interaction effects, the better our theories will be because they allow us to know conditions under which theories have better or worse explanatory and predictive power. As noted by Aguinis, Pierce, Bosco et al. (2009), “Although the improvement of methodological tools in the absence of good theory is not likely to produce important advances, theory cannot advance in the absence of good empirical methods either” (p. 109). Given this recursive relationship between theory and methods, many of the best-practice recommendations offered in the present article address issues that pertain to the interplay between theory and methods. For example, the better the rationale for the interaction effect (i.e., recommendation #1) and the better the understanding of the underlying constructs and how to measure them (i.e., recommendation #4), the more likely it is that existing interaction effects will be detected. It is precisely this interplay between theory and methods that has the greatest potential in terms of allowing us to improve the scientific value of organizational research.

In addition to the theory and methods interplay, we must also consider the research and practice interplay. Many authors have lamented the divide between research and practice in organizational behavior and related fields (e.g., Cascio & Aguinis, 2008). Reporting interaction effect size estimates such as $f^2$ and $\Delta R^2$ does not necessarily provide information on the practical importance of a given effect. In many contexts, small effect sizes are very meaningful for practice (Aguinis, Werner, Abbott, Angert, Park, & Kohlhhausen, 2009). Conversely, in other contexts a large effect size may not be very meaningful and impactful. Thus, Aguinis, Werner et al. (2009) proposed a “customer-centric” approach to reporting research results, which involves conducting a qualitative study that describes the importance of the results for specific stakeholder groups in specific contexts. If we are concerned with practical significance from the perspective of practitioners, this qualitative study would involve determining the meaning of the interaction effect from the perspective of practitioners (i.e., using their own language and context). In short, it is common practice to report the statistical significance or statistical non-significance of an interaction effect. However, it is important to also accurately describe the nature and magnitude of the interaction effect in practical terms.
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