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Abstract
ChatGPT and its variants that use generative artificial 
intelligence (AI) models have rapidly become a focal point 
in academic and media discussions about their poten-
tial benefits and drawbacks across various sectors of the 
economy, democracy, society, and environment. It remains 
unclear whether these technologies result in job displace-
ment or creation, or if they merely shift human labour 
by generating new, potentially trivial or practically irrel-
evant, information and decisions. According to the CEO 
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of ChatGPT, the potential impact of this new family of AI 
technology could be as big as “the printing press”, with 
significant implications for employment, stakeholder rela-
tionships, business models, and academic research, and its 
full consequences are largely undiscovered and uncertain. 
The introduction of more advanced and potent generative 
AI tools in the AI market, following the launch of ChatGPT, 
has ramped up the “AI arms race”, creating continuing 
uncertainty for workers, expanding their business appli-
cations, while heightening risks related to well-being, bias, 
misinformation, context insensitivity, privacy issues, ethi-
cal dilemmas, and security. Given these developments, this 
perspectives editorial offers a collection of perspectives 
and research pathways to extend HRM scholarship in the 
realm of generative AI. In doing so, the discussion synthe-
sizes the literature on AI and generative AI, connecting it to 
various aspects of HRM processes, practices, relationships, 
and outcomes, thereby contributing to shaping the future 
of HRM research.

K E Y W O R D S
artificial intelligence, ChatGPT, CSR, ethics, generative AI, HRM, 
human resource strategy, international human resource manage-
ment, productivity, sustainability

Key points

What is currently known?
•  The rapid evolution of artificial intelligence models has swiftly 

prompted much academic and media discourse regarding 
their potential for disruption as well as their transformative 
power impacting multiple facets of the economy, society, and 
environment.

•  Software tools like ChatGPT and other comparable ones 
utilizing generative AI models can produce incredibly human-like 
responses to queries, yet, they can also be profoundly erroneous, 
raising significant ethical and moral issues, and their adoption by 
HRM practitioners.

What this perspectives editorial adds?
•  Provides a comprehensive summary of the advancements, 

constraints, and commercial applications of generative AI.
•  Offers 11 perspectives that advance scholarship in HRM and 

present a collection of unexplored research opportunities for 
HRM scholars.
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This HRMJ perspectives editorial brings together a collection of viewpoints on how we can advance scholarship in 
human resource management (HRM) considering the rapid developments in generative artificial intelligence (AI) and 
their emerging implications for work processes in general and HRM in particular. In doing so, the primary purpose 
is twofold: first, to provide an overview regarding the developments in the field, and two, to develop a portfolio of 
research opportunities that will help HRM scholars to engage in impactful research advancing our understanding 
about generative AI, by theorizing and providing empirical evidence, to push the existing scientific boundaries. To get 
a comprehensive overview of the continuously evolving scene, we invited leading scholars to provide perspectives 
into key themes core to HRM. The perspectives underscore the need for HR professionals to understand and adapt 
to the changing AI landscape, particularly the transformative and disruptive potentials of generative AI on HRM plan-
ning, practices, processes, platforms, and productivity.

1 | THE RISE OF GENERATIVE AI – UNRAVELLING THE KNOWNS AND UNKNOWNS

Pawan Budhwar 1, Soumyadeb Chowdhury 2, and Geoffrey Wood 3,4,5,6

Artificial Intelligence (AI) tools and digital platforms, or at least tools and platforms that claim “intelligent status” 
have become an indispensable part for business organisations and society over the past decade. This stems from 
AI algorithms' ability to automate business processes, extract knowledge from big data, provide predictions and 
recommendations, and superior analytical and computational capabilities compared to human beings (von Krogh, 
Roberson and Gruber, 2023). The various forms of AI such as robotic process automation (e.g., cobots in ware-
houses), computer vision techniques, speech recognition, machine and deep learning algorithms, and natural 
language processing have created a plethora of opportunities and unique capabilities for organisations to redesign 
business processes and functions, innovate business models and offerings in consumer space (like data-driven agile 
and objective decision-making, project management and strategizing critical productivity indicators) (Kiron, 2022; 
Schrage et al., 2023). At the same time, as with many recent technological advances, it is difficult to disentangle 
hype from substance, and AI has proven more successful in some areas (e.g., generating superficially credible writ-
ten text) than others (e.g., robots with genuine dexterity). It remains uncertain if generative AI deskills or destroys 
jobs, and/or creates new ones. It is paradoxical insofar as it takes work out of human hands and creates more work 
for humans by generating new information and decisions to be made in areas that may be of major importance or 
trivial.

In the past 5 years, human resource management (HRM) scholarship on AI has increased (Budhwar et al., 2022; 
Chowdhury et al., 2023; Edwards et al., 2022; Malik, Budhwar, & Kazmi, 2022). For instance, recent studies have 
emphasised the benefits of employing AI-based machine learning (ML) tools to promote diversity (Daugherty 

The implications for practitioners
•  Comprehending the possible strengths and weaknesses of 

implementing immersive technologies like ChatGPT and its 
variants in HRM strategy, practices, procedures, platforms, and 
productivity will aid organisations' leaders in critically evaluating 
its relevance, feasibility to implement, usefulness and potential 
impact to achieve organisationally valued outcomes.

•  The lack of regulations heightens the risks and ethical dilemmas 
associated with the usage of generative AI models, which 
presents significant threats for organisations, scholarly research, 
and society at large.
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et al., 2018), employee recruitment (Pan et al., 2022), factors influencing AI adoption among HRM managers 
(Suseno et al., 2022), increasing role of bots to enhance employee workplace experience (Malik, Budhwar, Patel, 
& Srikanth, 2022), the impact of AI on the job roles, responsibilities, tasks and meaningfulness of work (Wilson 
et al., 2017), the importance of embedding transparency within the AI algorithms (Chowdhury et al., 2022) and 
tensions that exist in creating algorithmic inclusion (Kelan, 2023). In this context, recent reviews have outlined the 
role of AI to facilitate HR analytics (Margherita, 2022), and its potential impact on HRM processes and practices 
(Pereira et al., 2023). However, it has also been linked to the deskilling of professional work (Xue et al., 2022), and 
potentially, may induce unethical management decision making.

However, AI systems and types have also swiftly evolved creating new opportunities and challenges for both 
academic and business practitioners. Such is the case of Generative AI, which has become popular since a conven-
tional bot called ChatGPT (Generative Pre-trained Transformer) was first released for public use in November 2022, 
followed by a superior version in March 2023 (ChatGPT-4) (OpenAI Blog, 2022). ChatGPT has gained significant 
popularity since the launch for its ability to generate compelling human-like answers to almost any question asked. 
The ChatGPT-human interaction is realistic and conversational in the sense that the bot can answer follow-up 
questions, admit its mistakes, and eject inappropriate requests. ChatGPT represents a significant departure from 
conventional AI algorithms based on ML which can identify patterns in large datasets and make predictions. We can 
observe  this predictive ability in search engines like Google, which offer autocomplete recommendations to enhance 
quality of search results. However, ChatGPT goes beyond mere prediction. It utilizes generative AI language models, 
enabling it to generate entirely new content based solely on the question prompts provided by a user. This textual 
content can take various forms, such as news articles, poetry, movie scripts, business plans, software codes, research 
manuscripts, and marketing campaigns. The quality of its output relies on the quality of the input it receives, consid-
ering both the training data it has been exposed to and the prompts provided by users to describe the task they want 
it to accomplish.

The language model (“brain” behind the ChatGPT) uses generative AI. Generative AI refers to integration of ML 
models to generate new content, including text, audio, video, images, software code and simulations, based on large 
datasets used to train the model. However, the contextual relevance of new content generated will depend on the 
quality, timeliness, and relevance of the training dataset (Boston Consulting Group Generative AI, 2023; McKinsey & 
Featured Insights, 2023). For example, GPT4 is trained using around 45 terabytes of data gathered from all over the 
web only until 2021 (Open AI GPT 4 Technical Report, 2023). Therefore, the responses are unlikely to provide recent 
and up-to-date information.

Let us uncover the history behind ChatGPT to better understand its evolution (Figure 1). Large Language 
Models (LLMs) are trained using vast amount of textual data and they infer relationships between words within 
the text to predict the next word in a sequence of words to form a sentence. However, initial LLMs processed 
each word individually and sequentially in a block of text, limiting the context, meaningfulness, and efficiency of 
the outputs. This led to the development of transformers in 2017, which can process all words in a dataset simul-
taneously, giving varying weights to different parts of the text, making the outputs more meaningful and accurate 
(Uszkoreit, 2017). The feature enabled processing significantly large datasets efficiently and led to the development 
of GPT models.

OpenAI launched GPT-1 in 2018, followed by GPT-2 in 2019, GPT-3 in 2020, Instruct-GPT and ChatGPT in 
2022, followed by GPT-4 in March 2023 (see Figure 1). Since its inception, GPT models have been trained using 
huge datasets (around 575 GB training dataset in case of GPT-3) and significant number of parameters (175 billion 
in case of GPT-3) to be able to answer question prompts (OpenAI Research Blog LM, 2023). However, GPT-3 
would produce incorrect outputs having false information (referred to as hallucinations), which may include 
harmful and offencive  content as there were no safety parameters and may also produce irrelevant results. This 
led to integrating supervised and reinforcement ML techniques to incorporate human feedback in the training 
process which will produce outputs aligned to the users' intent and context of the prompt (Ouyang et al., 2023). 
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BUDHWAR et al.6

Therefore, GPT-3 model was fine-tuned by hiring human contractors to create a labelled training dataset, that is, 
for each input (collected from past GPT-2 user prompts), contractors will provide an appropriate response, for the 
model to learn from. This does not, of course, preclude the possibility of biases, or incorrect choices, by the said 
contractors. This model became GPT3.5. It was enhanced to better handle diverse prompts using reinforcement 
learning with human feedback (RLHF) technique ((Ouyang et al., 2023). This involved creating a reward model 
with comparison data, where contractors ranked multiple responses generated by the model for a given prompt, 
so the AI could learn which response was the most relevant (Schulman et al., 2017). In essence, this allowed 
humans (or, rather, a few individuals) to guide the model's learning process and refine its ability to produce 
high-quality responses.

The GPT-4 model was created with the aim of improving alignment between the model's output and user inten-
tions (Open AI GPT 4 Research Blog, 2023). This involves enhancing the accuracy of the model's output and reducing 
the occurrence of offencive language, but this has done little to resolve AI's signature bland writing style. Compared  to 
its predecessor GPT-3.5, GPT-4 has shown better performance in terms of factual correctness and lower error rates; 
this does not mean that it could not generate falsities on demand. It also provides greater steerability, allowing 
users to adjust the model's tone and style to suit their preferences. Additionally, GPT-4 ostensibly incorporates 
better guardrails to prevent inappropriate responses, demonstrating a greater adherence to ethical considerations. 
However, these measures are limited to the rules and community standards set by the developers. There are several 
ways to jailbreak GPT4, which is a method to use specific prompts bypassing the guardrails and unlocking restricted 
features that may make GPT4 spread misinformation and showcase unethical behaviour (Loynds, 2023). Unlike its 
predecessors, which are limited to processing text, GPT-4 can process both text and images. This allows GPT-4 
to analyse the content of an image and connect it with a written question, thus providing a more comprehensive 
understanding of the context. However, it should be noted that GPT-4 is not designed to generate images, but only 
to analyse them. Nonetheless, AI's capacity to generate pastiches from styles of art is well known; the same goes for 
its capacity to generate academic papers.

The authenticity of responses generated by generative AI such as GPT4 is limited because these algorithms are 
opaque in the sense that they do not explain how the responses were generated and the source of the training data 
is also unknown. Moreover, the algorithms' capability to generate false information (somewhat kindly called “hallu-
cinations”), has raised significant concerns on the trustworthiness of the outputs, which may pose serious ethical 
and reputational risks for organisations planning to use the AI outputs. For example, Google shares lost $100 billion 
due to an inaccurate response from Bard (Google AI chatbot) on Twitter during a demonstration in February 2023 
(Thorbecke, 2023). It is unclear if a deceit and the capacity to generate false information is built into some of the 
more prominent AI systems or is an autonomous and conscious choice of the latter; each would raise serious ethical 
concerns.

In the context of business applications of GPT4, the language learning application Duolingo is utilizing 
a GPT-4 model to improve personalized learning, Be My Eyes, provider of assistive technology is using it to 
create a solution for individuals with visual impairments to make them aware of their surroundings (Derico & 
Kleinman, 2023). Microsoft Bing, 2023 is using GPT-4 to improve search engine user experience, and Stripe, a 
financial platform, is employing it to safeguard chatrooms from spams and fraudsters (Stripe Newsroom, 2023). 
Morgan Stanley is using GPT-4 for streamlining internal technical support processes (Davenport, 2023), and 
Salesforce has implemented it to provide personalised recommendations to help users with their queries 
(Yakar, 2023). Most notably, government of Iceland has partnered with OpenAI to use GPT-4 to preserve the 
Icelandic language (OpenAI Customer Stories, 2023). Microsoft Office 365 is integrating GPT-4 to create an 
entire PowerPoint presentation with a single text prompt or summarize long documents in Word (Microsoft 
Blog, 2023). The initial business applications of generative AI demonstrate its capabilities, but the ultimate 
acceptance and adoption of this technology will depend on the resolution of significant ethical and security 
concerns.
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The emergence of ChatGPT in the public domain has also sparked a surge of interest and competition in 
the AI chatbot market. Microsoft's announcement of a $10 billion investment in OpenAI has further amplified 
this trend, prompting other technology providers to enter the race. Google has recently launched an experi-
mental service called “Bard”, and ‘Project Magi’ (to revolutionise web search experience) (Data Scientist, 2023), 
while Meta has released LLaMA, a language model with 65 billion parameters (Meta AI Research, 2023). Baidu 
has also entered with its ChatGPT-style service called “Wenxin Yiyan” in Chinese or “Ernie Bot” in English. In 
addition, Character. ai, an AI chatbot is capable of impersonating famous people or fictional characters. Naver, 
a South Korean search engine firm, has announced plans to launch “SearchGPT” in the first half of 2023. Mean-
while, Yandex, a Russian technology company, has revealed plans to release “YaLM 2.0” in Russian by the end 
of 2023. Therefore, we anticipate the technology may become more powerful and sophisticated as new players 
continue to enter the generative AI market, further extending its business applications and potential business 
risks. However, as any reader who has been unfortunate enough to have engaged with an automated web-based 
customer response chat system will be aware, such systems are also getting ever better at generating superfi-
cially credible waffle and flannel, and batting away unwanted queries, than genuinely working with people to 
solve problems.

Contrary to the hype build around generative AI systems like GPT-4, organisations have an enormous task to 
train and operationalise these systems within their existing business processes which will have several implications 
for HRM. The training process is labour intensive, to contextualise the outputs aligned to the needs of the firms. 
It also raises issues of the type of training; there is a difference between technical mastery of an AI system and 
functional knowledge of the area of management or operations it is meant to facilitate. Additionally, Dr Geoffrey 
Hinton (the so-called “Godfather of AI”) - who recently quit Google - has expressed his apprehensions about the 
potential risks associated with generative AI, including spreading misinformation, manipulating societal structures, 
disrupting the job markets, cyber security threats, and exploitation by malicious entities in unforeseen ways which 
could potentially lead to geo-political tensions, inflicting severe harm upon humanity (Guardian News, 2023). For 
instance, in the initial version launched in November 2022, which raise concerns about bias, real-world harm, how 
generative AI models are trained, and uncertainty surrounding the behaviour of ChatGPT (Bidle, 2022). Knowl-
edge as to the emerging risks and threats posed by intelligent technologies, and indeed, regulation, has lagged far 
behind AI's advances. For instance, the US senate committee following the testimony of CEO of OpenAI has called 
for a new body to regulate the AI industry, however, considering the rapid pace of technological advancements, 
lawmakers also questioned whether such a regulatory body would be able to stay abreast of the developments 
(Clayton, 2023).

AI itself may facilitate the research process but opens real risks given its predilection for concocting informa-
tion when short of material or when prompted to do so. It also opens the opportunity for automated evaluation 
of research (Gendron et al., 2022). This automated evaluation can be beneficial in verifying the representation of 
multiple authentic voices in interview transcripts, ensuring the credibility of results presented in tables, and even 
confirming the authorship of a paper to prevent instances of outsourcing to AI. However, it also may curtail the 
chances for human judgement based on implicit and intangible knowledge, and, indeed, allowing machines to judge 
what research is appropriate opens new risks for both scholarship and practice. With such developments, if mentor-
ing around a wide range of scholarly skills becomes redundant, traditions of scholarly knowledge sustenance may be 
lost (Gendron et al., 2022); the latter may be hard to rebuild if the impacts of a yet largely unproven technology prove 
counterproductive or even dangerous.

The ongoing advancements and discussions surrounding generative AI indicate its capacity to transform 
HRM processes, functions and activities. It is crucial to comprehend how organisations can harness its power 
to create value. We believe HRM research can offer important insights to critically examine and understand the 
implications of this new generation of ML models. By doing so, HRM can be driving force guiding responsible 
and purposeful adoption of generative AI which will lead to valuable HR outcomes. Considering the innovation 
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BUDHWAR et al.8

and disruptive capabilities of generative AI, and its positive and negative consequences, we consolidate 11 
perspectives to shed light on advancing HRM scholarship in this area. These perspectives aim to uncover unex-
plored research avenues that will guide HRM scholars to conduct future research, with the goal of understanding 
and guiding the responsible and ethical implementation of this technology in the society. The remainder of this 
perspectives editorial is organised as follows: Section 2 offers historical perspectives on the business implications 
of generative AI, including an open resource-based view on its integration in HRM and its impact on HRM-related 
outcomes. Section 3 focuses on employee relations, well-being, talent management, and performance manage-
ment. In Section 4, a range of research opportunities is presented, covering International HRM, equity, diversity 
and inclusion, and sustainable HRM. Section 5 provides insights and recommendations for utilizing generative 
AI in academic research. Section 6 engages in a discussion of common themes emerging from the perspec-
tives, analysing the implications of generative AI on the economy, society, and HRM. Lastly, Section 7 offers our 
concluding remarks.

The full list of scholars and their critical perspectives on ChatGPT and its impact on HRM are listed below.
Section 2: Generative AI Business Implications and HRM Outcomes

•  What can we Learn about Disruptive Technology and Business Implications from Business History? (Stephanie 
Decker and Savvas Papagiannidis)

•  Open Resource-based View – ChatGPT and Strategy to Deploy it within HRM (Jaap Paauwe and Paul Boselie)
•  The Implications of Generative Artificial Intelligence for HRM-Related Outcomes: Analysis and Research Implica-

tions (David Guest and Vijay Pereira)

Section 3: Generative AI – Employee Relations, Wellbeing, Talent and Performance Management

•  Employment Relations, Employee wellbeing and Engagement (Andrew J. Knoblich and Steven Rogelberg)
•  What are Implications and Challenges of ChatGPT and other Generative AI-Driven Tools for Employment Rela-

tions? (Greg J Bamber and Ashish Malik)
•  ChatGPT Talent Management and Advising Managers on Performance Management. (Arup Varma and Angelo DeNisi)

Section 4: Generative AI – IHRM, EDI and Sustainable HRM

•  The Promises and Perils of Generative AI: An International Human Resource Management Research Agenda 
(Rosalie L. Tung)

•  ChatGPT, EDI and Implications for HRM (Fang Lee Cooke and Charmi Patel)
•  Generative AI and Sustainable Human Resource Management (Shuang Ren and Prasanta Kumar Dey)

Section 5: Generative AI and Academic Research Methods

•  Insights and Recommendations from a Research Methods' Conversation with ChatGPT (Mark NK Saunders)
•  Using Generative AI as a Methodology Assistant: Trust, but Verify (Herman Aguinis and Jose R. Beltran)

2 | GENERATIVE AI BUSINESS IMPLICATIONS AND HRM OUTCOMES

2.1 | What can we learn about Disruptive Technology and Business Implications from 
Business History?

Stephanie Decker 13 and Savvas Papagiannidis 19

Generative AI has prompted a variety of responses from users since Chat-GPT launched. Previously, the remit of 
experts, LLMs are now the focus of a wider public debate as to the future of work and the value of human labour more 
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BUDHWAR et al. 9

broadly. Anxieties around revolutionary new technologies are not new – when steam trains began as a form of passen-
ger transport, concerns were raised about the high speed potentially rendering passengers mad (Milne-Smith, 2016). 
Mobile phones similarly generated health concerns due to potential invisible radiation (FDA., 2022) or indeed the 
possibility of deformed fingers from mobile phone overuse – the “smartphone pinky” (Taylor, 2020). But overly boost-
erish evaluations of new technologies often turn out to be equally overblown. For example, 3D-printing technology 
was invented over 40 years ago but is only now seeing wider commercial adoption (PWC., 2016), and so-called 
MOOCs (Massive Open Online Courses) did not significantly challenge or reform the provision of higher education 
globally (Borden, 2014). For every example from history of a disruptive technology, it is equally possible to find a 
counterexample of hype without much subsequent effect. What is clear is that technology by itself does not disrupt 
business and society, but that only does so in conjunction with efficiency gains, setting of new standards and business 
model innovation (Cortada, 2006, 2013). And as the history of dot-com boom and bust has shown, understanding 
how to commercially exploit a technology can be more difficult than mastering it (Decker et al., 2022).

While the debate about the role of AI in our professional, educational and personal lives rages on, we do not 
currently know how pervasive and commercially viable generative AI will become. Will it become a semi-public good, 
with most people being able to access AI tools either for free or in relatively affordable SaaS (software-as-a-service) 
packages, or, after its initial introduction, will the highest-performing AI models be so costly as to remain the preserve 
of large well-funded companies that deploy it with little oversight or transparency? At present, it looks as if AI will 
become ubiquitous. For instance, Microsoft's plans to introduce Copilot, an AI assistant in its Office Suite will see 
the technology becoming instantly available to hundreds of millions of users worldwide (Spataro, 2023). Integrating 
generative AI into widely adopted productivity suites will be a catalytic factor for meeting enmasse the two key 
factors of technology acceptance, namely perceived useful and perceived ease of use (Davis, 1989). In turn this could 
normalise its use and influence how perceptions and future policies related to generative AI are set.

But an even more fundamental question is whether we will see AI replacing human labour and decisions, or 
playing a largely assistive role, facilitating human decision-making in the face of information overload. Both options 
stand to create substantial economic gains, and a recent Goldman Sachs report (Hatzius et al., 2023) predicted that 
generative AI could raise annual US labour productivity growth by just under 1½pp over a 10-year period following 
widespread adoption. Such expectations are dependent on the level of difficulty that AI will be able to perform and 
the number of jobs that are ultimately automated, suggesting that the most optimistic of these scenarios assume that 
a wide range of jobs currently performed by humans will be rendered obsolete. Replacement by and collaboration in 
automated processes have clearly been drivers of substantial productivity gains since the Industrial Revolution. Char-
lie Chaplin's “Modern Times” humorously portrayed this human subservience to machine; at the end of the 20th and 
early 21st century, James Cameron's Terminator series took this anxiety of being enslaved by machines to its logical 
conclusion. Economic historians have pointed out that significant productivity gains through technology depend on 
a range of factors (Crafts, 2010) and that large productivity gains have previously been most significant in manufac-
turing, with the service sector often seeing more modest gains (Bosworth & Collins, 2008). Yet AI tools may provide 
a step change in this regard, as large language models have the potential to rapidly displace humans in the services 
sectors. And with most contemporary developed economies strongly skewed towards the services sector, the impact 
on service and even professional employment could be profound.

Even where jobs may not be displaced, they may be degraded. AI can increase productivity, but lower (what 
is often already low) our ability for critical thinking. Direct comparisons of AI with humans can result in unfounded 
comfort that we are “better” than AI. For instance, we are worried that AI can provide wrong answers to questions, 
as if humans only provide correct answers. Similarly, we are concerned that AI can be biased, as if humans are not. 
LLMs have been trained on human conversation and writing on the Internet, and they absorb the biases that we as 
societies had already reproduced digitally. They are also facilitated by the profound inequities in the global economy, 
with AI workers in African countries providing the bulk of low-cost human labour involved in training the LLMs 
(Perrigo, 2023). Rather than counter-acting our biases, it may compound them. More optimistically, it may hold up 
the mirror to our own limitations. But this would require a critical engagement with how AI models work. However, 
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BUDHWAR et al.10

calls for “explainable AI” (Gilpin et al., 2018; The Royal Society, 2019) may underestimate the complexity necessary 
for AI models to be high functioning. If we increasingly rely on AI in the future, this may have an impact on our ability 
to think critically and independently. Without the necessary knowledge, skills and experience we will not be able to 
question AI-based decisions and may just go along to hide our ignorance. This may then create a feedback loop. The 
more we trust AI, the more the scope of challenging it will become smaller. Such a challenge will not just affect those 
in relatively low-level and monotonous jobs, but everyone across the organisation.

Assuming widespread adoption of AI so that organisations can remain competitive, relying on AI can result in 
homogenous work outputs that are likely to be devalued over time. On the one hand the easier something becomes 
to produce, especially when humans are not necessarily a key part of the production any longer, the lower the value. 
On the other, what is the relative advantage when lowering the barriers for generating outputs means that similar or 
even effectively the same output is generated by everyone else? This is especially true if there is no diversification 
in how AI systems are developed and managed and we end up with a handful of AI providers/systems available to 
end-users. Ironically, this may end up increasing the perceived value of human-generated outputs that will become 
premium. We are already seeing this with the growth of craft industries and products, such as the ubiquitous rise of 
micro-breweries that combine “old” craft knowledge with the accessibility of cheaper modern brewing equipment 
(and tax breaks in many countries) (Bell et al., 2018, 2021; Lamertz et al., 2016; Suddaby et al., 2017). On the other 
hand, humans will never be able to follow the machines' pace. Even if the quality of the work is considered premium, 
the volume with which this is generated will never be on par. Neither can human response meet the ability of the 
machine to produce outputs on the spot. As such human contributions at the task level are likely to be devalued by 
their managers creating a cascading effect. This will have repercussions for both undertaking tasks, but also supervi-
sion and management.

History does not lend itself to predicting the future – for every industrial revolution there are the difficult to 
explain and much debated alternative trajectories (Pomeranz, 2009). AI is now poised to have a significant impact on 
our economies, our working and even our personal lives. What has barely featured in our current discussions of AI are 
its environmental costs – large language models currently run in massive data centres drawing significant amounts 
of energy (Bender et al., 2021). Industrialisation may have brought significant increases in wealth and welfare histori-
cally, but it has undoubtedly also contributed to the increase in resource use that is driving the current climate emer-
gency (McNeill, 2011). From the sustainability perspective, AI continues our current trajectory of massively escalating 
our per capita energy use, with all the environmental degradation that entails.

2.1.1 | Research agenda

Historical research may help us better understand how societies, organizations and employees respond to 
the transformations wrought by technology – from the Luddites destroying machines in the nineteenth century 
(Thompson, 1966) to the Dot-com boom and bust at the turn of the 21st century (Goldfarb & Kirsch, 2019).

•  What are the factors that determine how fundamentally a technology disrupts business models and professionals' 
identities?

•  As AI tools are becoming more ubiquitous in businesses and workplace, how will employees integrate these tools 
and ‘co-pilots’ into their work?

•  Even now, the predecessor to Google's BARD, the BERT algorithm, is freely available and has been used to 
support information gathering and analysis (Venkata et al., 2021). Will AI be used entrepreneurially by individuals 
who tailor them for their specific professional uses, or will AI remain under the control of large corporations?

•  How will AI adoption affect value perceptions of the outputs produced?

From the perspective of organisations and their employees, it remains difficult to say whether AI will have posi-
tive effects (enabling individuals to be more productive, with greater scope for personal development) or negative 
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BUDHWAR et al. 11

outcomes (reducing the scope for human decision-making and creativity, coupled with ever greater psychological 
pressures from increased expectations for productivity and performance). Very likely the effects will be felt differ-
ently across organizations and roles, but it will certainly have an impact on most people in some form. Generative AI 
systems like GPT-4 are still in their early days. Performance of these systems is close to that of humans and one could 
argue that they could reasonably be viewed as an early (yet still incomplete) version of an artificial general intelligence 
system (Bubeck et al., 2023). AI does not have to become “perfect”, it only must become “better” than us and in many 
ways it is already.

2.2 | Open Resource Based View – ChatGPT and strategy to deploy it within HRM

Jaap Paauwe 10 and Paul Boselie 11

2.2.1 | Introduction

Contemporary strategic human resource management (SHRM) builds on human capital and resource-based view 
(RBV) notions that given the right circumstances employees (human resources) can be a source for sustained compet-
itive advantage (Boon et al., 2018). Digitalization and technological developments such as ChatGPT can have disrup-
tive effects and even cause a Schumpeter shock comparable to the development of digital photography in contrast to 
mainstream photo film rolls in the 90s. Disruptive technological developments and Schumpeter shocks are described 
in Barney's (1991) classic RBV article as phenomena that break through sustained competitive advantage posi-
tions of organizations. To what extent is ChatGPT a disruptive technology? And what is the impact of ChatGPT on 
strategic human resource management (SHRM) and HRM professionals? The application of ChatGPT in the SHRM 
domain can be found in, for example, writing policy documents on long term absence due to illness, recruitment and 
selection, onboarding processes, screening of job applicants and job applications, and constructing job descriptions 
(Renkema, 2023; Renkema et al., 2022). One of the interesting issues raised by Renkema (2023) refers to the ques-
tion posed by Susskind and Susskind (2022): How is new HRM knowledge developed if HRM professionals are no 
longer necessary and replaced by technology? Replacement, substitution, value, imitation, and scarcity in HRM almost 
automatically make us think about SHRM and the resource-based view. Chaudhary (2023) summarizes a few areas 
where ChatGPT can improve HR processes including improved cost-effective solutions; easier HR data management 
and analytics; enhanced employee experience based on survey input; and simplified recruiting and onboarding. In 
this overview we focus on the possible negative and positive effects of ChatGPT using the classic RBV (Paauwe & 
Boselie, 2003) and an alternative theoretical framework we call: Open resource-based view to SHRM 1. The overall aim is 
to provide a research agenda for studying SHRM and HRM professional implications from a uniqueness perspective.

2.2.2 | Resource based view: The negative perspective

Reflecting on the past 30 years of research, the resource-based view is one of the most dominant theories in SHRM 
(Paauwe, 2004). Looking at the implications of widely applied ChatGPT soon, we foresee a severe reduction of the 
possibilities to achieve a sustained competitive advantage through SHRM. After all, considering the four conditions, 
as formulated by Barney (1991) they will lose their relevance:

•  Value: ChatGPT is freely available for everyone, so there is no or limited possibility to generate and reap the rents 
as proprietary rights are lacking. The rents and the benefits are there for everybody, who knows how to handle 
and apply the software.

•  Scarcity: Not anymore. This is not only the case for ChatGPT, but increasingly for all kinds of open-source software.
•  Imitation: This used to be the core of the RBV theory and especially for achieving a ‘competitive advantage 

through people’ (Pfeffer, 1994), and clarified by the conditions of ‘causal ambiguity’, ‘path dependency’ and ‘social 
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BUDHWAR et al.12

complexity’. That kind of protection of a competitive advantage will no longer be applicable. ChatGPT is available 
for everybody.

•  Substitution: Again, this condition has lost its relevance. ChatGPT represents all kinds of opportunities to replace 
or substitute HRM practices and HRM professional activities.

From a negative perspective ChatGPT could be the end of at least part of HRM acting as a potential source 
for sustained competitive advantage. However, time and time again technological developments have proven to 
contribute to new successes, and this is why we would also like to stress the potential positive side of ChatGPT 
developments using an alternative view.

2.2.3 | Open resource-based view: The positive perspective

In practice we are heading in the direction of increasingly openly available software, generating advantages and 
cost savings for all organizations, as well as for available workers for example, in areas of self-employment and 
the Gig economy (through digital platforms). Employee capabilities will be freely available and will no longer be 
protected by the firm in their role as employer through all kind of non-competitive and non-disclosure conditions. 
Let us first sum up some advantages from an HR-function perspective. ChatGPT can be very helpful in improv-
ing cost-effectiveness within HR. Think of activities such as composing job descriptions, screening of applica-
tions based on job requirements, preparing semi-structured interview questions, developing training programs 
and -materials such as course outlines and on boarding instructions. Also, the writing of policy documents such as 
those related to absenteeism, hybrid working, improving employee engagement can be ‘outsourced’ to ChatGPT, 
without incurring any additional costs and saving a lot of manpower hours and expensive rates from consultancy 
firms. This transformation could lead to temporarily competitive advantage of the first moving organizations and 
individuals. The ‘outsourcing’ of HRM practices and HRM activities is not completely without risks, with respect 
to issues of:

•  Inaccurate or misleading information: Human judgement cannot be missed, as using ChatGPT might lead to 
misleading, outdated or wrong information.

•  ChatGPT and context: Neglecting or overlooking the context, might lead to a lack of contextual understanding of 
the specific business, with all kinds of negative consequences for the right answers and effective decision-making.

•  Outdated information: ChatGPT is built and trained on existing data. This implies that actual and future devel-
opments have not been considered. It is unclear to what extent ChatGPT and artificial intelligence in general can 
generate new insights and information by itself.

•  Bias and discrimination: Experiences from large firms, which reflect on their recruitment efforts using artificial 
intelligence or ChatGPT, warn for racial bias and a tendency against female candidates.

•  Privacy, Data security and GDPR 2: Data shared with the chatbot could potentially be exposed to unauthorized 
third parties or misused, resulting in data breaches or privacy violations.

•  Legal and ethical concerns: What are the legal and ethical implications of using artificial intelligence chatbots? 
Who owns the IP of generated content? Will there be national laws or sectoral regulations, which hinder or forbid 
the use of ChatGPT?

The summary of these potential risks can be considered ‘critical conditions’ for an alternative resource-based 
view approach to studying the impact of ChatGPT on SHRM. Increasingly openly available resources at the level of 
the individual, the organization and societal level will enable and intensify collaborative innovation and will allow indi-
viduals, organizations, and society at large to generate rents available to all. In this way we are heading in the direction 
of an open resource-based view of the firm to strategic human resource management being able to generate employee 
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BUDHWAR et al. 13

well-being, organizational efficiency, and societal well-being in line with the ultimate business goals or long-term 
consequences of the Harvard model (Beer et al., 1984):

•  Organizational effectiveness can be achieved through efficiency improvements and more focus on HRM services 
delivery given ChatGPT's ability to take over all kinds of HRM practices and activities of HRM professionals and 
line managers.

•  Employee well-being in multiple ways including (a) increased information availability, (b) direct knowledge sharing 
and (c) instant employee involvement through ChatGPT – human interface.

•  Societal well-being is achieved through open and broad sharing of information through ChatGPT.

An open resource-based view using ChatGPT can contribute to HRM knowledge sharing and knowledge circu-
lation between organizations and between individuals including HRM professionals. Cocreation, knowledge sharing 
and knowledge circulation between different organizations could be an alternative way for achieving competitive 
advantage of the organizations involved (a multi-level and multi-sector perspective). Open resources can be part of 
collaborative innovation and even co-opetition (cooperation in a competitive environment), because collaboration 
and knowledge exchange can be beneficial to the population in an era that individual organizations are not always 
capable of solving big societal and organizational challenges. The ‘classic’ resource-based view is very much focussed 
on the sustained competitive advantage of an individual organization. Our alternative open resource-based view to 
SHRM is aimed at the sustained benefits for organizations, individuals (employees and citizens) and society. In addi-
tion, using an open resource based theoretical perspective can still contribute to organizational sustained compet-
itive advantage because of uniqueness through strategic focus of the HR function on specific themes that matter 
for  the organization including the relevance of organizational context.

Strategic decision makers and HRM professionals can focus on HRM themes that matter and need special atten-
tion such as: building and changing organizational culture; creating a degree of psychological safety; contributing to 
the quality of collaboration both inside and outside with institutions, contractors, clients and suppliers; and positively 
affecting the degree of agility. Instead of the numerous day-to-day HRM activities (such as screening applicants and 
writing manuals) that are usually on the table, the application of ChatGPT on multiple HRM issues creates leeway 
for strategic focus on more complex and sophisticated organizational issues. Uniqueness lies in the fact that HRM 
professionals can focus on the things that really matter but are also difficult to dehumanize through ChatGPT. The 
very fact that HR professionals know both the internal and external context of their organization will enable them to 
adapt and customize the Chat GPT generated insights and policy texts in line with the unique context of their own 
organization. This implies that for HR professionals - despite openly available (re) sources - are still able to provide the 
organization with unique and thus organization-specific knowledge.

2.2.4 | Research agenda

We suggest a further exploration of the open resource-based view of the firm using the threefold long-term conse-
quences – organizational effectiveness, employee well-being and societal well-being – proposed by the Harvard 
model to study the impact of ChatGPT on SHRM. In doing so we must first clarify the theoretical foundations, 
assumptions, and critical conditions of this alternative theoretical framework. Building on the threefold long-term 
consequences we are thinking about the following research agenda:

•  Collaborative innovation through ChatGPT and the impact on organizational performance in a sector or popula-
tion using multiple case-study research design.

•  HRM function transformations through the application of ChatGPT in terms of both HRM practices and the 
HR roles and the remaining leeway for uniqueness and thus contributing to a sustained competitive advantage 
through SHRM.

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al.14

•  Degree to which openly available software such as ChatGPT is beneficial to all (including vulnerable employee 
groups, workers from ethnic minorities and computer illiterates) and not only to the privileged (the core employ-
ees or ‘happy few’).

•  The impact of the ChatGPT – human interface on employee well-being as a form of digitalization and dehumani-
zation of organizations and work.

•  Context and Uniqueness: Using openly available software such as ChatGPT, while at the same time achieving 
uniqueness by including contextual sectoral and organizational specific knowledge and insights.

2.3 | The Implications of Generative Artificial Intelligence for HRM-Related outcomes: 
Analysis and Research Implications

David Guest 16 and Vijay Pereira 21

Generative AI is the latest in a stream of developments in AI that have been characterised as reflecting a para-
digm change and a distinctive stage of industrial development sometimes known as Industry 4.0. It is distinctive 
because it shifts the source and potentially the control of knowledge from people to machines. This has implications 
for management, workers and society at large to the extent that there have been calls to pause development while 
these implications are more fully considered (Shet & Pereira, 2021). This suggests the likely impact and outcomes 
of generative AI in the workplace and beyond are uncertain. It therefore offers a rich new research agenda for HRM 
scholars since it has the potential to affect many features of the content, processes and outcomes of HRM activity 
(see Pereira et al., 2023). While these elements of HRM are interrelated, in this discussion, we will focus on consid-
eration of potential outcomes.

The central feature of generative AI, reflected for example, in ChatGPT and Bard, is the capacity to store limit-
less amounts of knowledge and to present it in a coherent, useable form. It can undertake a range of activities that 
previously required human input. It therefore offers an attractive proposition to industry by promising availability of 
analysed information of quality in great quantity and at much greater speed than humans can achieve.

For HRM researchers exploring outcomes of generative AI, we suggest two analytic frameworks. The first is the 
stakeholder approach of Beer et al., 1984 who propose that HRM should pursue the core goals of organizational 
effectiveness, employee well-being and societal well-being while taking into consideration a range of stakeholders 
such as management, shareholders, employees, government, the community and unions. One reason for this is a 
view that to date AI has been mainly used to promote efficiency and flexibility in the interests of shareholders at the 
expense of other stakeholders. Generative AI has the potential to have an impact well beyond the workplace.

The second and complementary analytic framework is found in the advocacy of Industry 5.0. Among academ-
ics, among governments such as in Japan as well as in the European Commission (Breque et al., 2021) there is a 
recognition that the potentially dramatic impact of Industry 4.0, including generative AI, requires a rebalancing to 
ensure that AI works in the interests of all at work and in society reflected in outcomes consonant with improving 
the quality of working life and the quality of life for citizens as a whole (Guest et al., 2022). This has led to calls for a 
revitalisation of a socio-technical systems perspective to ensure that developments are sufficiently human-centric 
(Bednar & Welch, 2020). A feature of the socio-technical approach is the recognition of organizational choice in the 
design of work and through this the potential to address the important outcomes of the various stakeholders (Trist 
et al., 1963).

With these analytic considerations in mind, we can identify some outcomes that can provide a focus for research 
on generative AI as it affects the core outcomes identified by Beer et al., 1984 namely organizational effective-
ness, employee well-being and societal well-being. In doing so, we will consider both positive and negative potential 
outcomes and, mindful of the specific HR function responsibility for oversight of people management, address the 
features associated with Industry 5.0.

In the past, organizations have sought to gain competitive advantage by embracing new technology. There 
is no reason to believe that it will be any different with AI and specifically with generative AI. Seen through 
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BUDHWAR et al. 15

the theoretical lens of the Knowledge Based View (KBV), a specific feature of the resource-based view of the 
firm (Barney, 1991), we primarily perceive that organizations possess unique bundles of idiosyncratic knowl-
edge capabilities and resources (knowledge pertaining to generative AI), that need to be managed to maximize 
value through its optimal deployment, whilst identifying and developing its knowledge capability and resource 
base  for the future (Grant, 1996). Thus, the HR function can use generative AI to improve its own processes and 
outcomes and contribute to organizational effectiveness through more efficient processing and decision-making 
in a range of HR practices. These potentially include swift provision of semi-standardised information in areas 
such as job descriptions, job profiles, employment forms and procedures. The interactive nature of bots (short for 
robots) offers considerable potential for training and development and can undertake activities such as address-
ing employee queries currently provided by HR call centres. For some time there has been advocacy of evidence 
based HRM. A potentially helpful outcome of generative AI is the availability of evidence-based information on 
which to base HR decisions and improve HR outcomes. This can address both external evidence, drawing on 
systematic reviews of the impact of policy and other interventions to improve people management, and internal 
HR analytic data to provide analysis of labour turnover, absence and much HR data. Reducing the time to assem-
ble HR information could release time for core HR activities including supporting line management, addressing 
employee problems and contributing to strategic thinking about the kind of outcomes to prioritise for people 
management. This is the promise; the reality may be more challenging with questions about the trustworthiness 
of AI-generated data, confidence among employees in interacting with bots, and imbalance in  the socio-technical 
system.

The potential outcomes of generative AI for employee well-being are likely to attract considerable attention. 
In the post-Covid era, there is already considerable concern about the health of the workforce and organizations 
ranging from the OECD to the UK Chartered Institute of Personnel and development have called for improvements 
in the quality of work (see Guest et al., 2022). This focus should provide a core part of an evaluation of outcomes. 
More specifically, evaluation might focus on changes in the configuration of roles and on changes in autonomy and 
decision-making. Positive outcomes could include opportunities for many in knowledge, technical and professional 
jobs to reduce the routine activities releasing time for the skills where human input will be superior including judge-
ment, innovation, problem-solving and interpersonal interaction. There will also be a continuing and expanding need 
for many skill-based jobs. However, there is a risk that reconfiguring work also leads to the loss of several routine 
administrative jobs presenting challenges for the HR function as it manages the change in the composition of the 
workforce. There is also the risk, outlined above, that management encourages outcomes that result in technolog-
ical determinism allied to a lack of effective monitoring of information and decisions produced by generative  AI.

The outcomes in terms of community well-being point to a need to prioritise the development of relevant skills 
to address the risk of a growing divide between those who are more or less employable. A challenge for the HR 
function will be how to contribute to re-skilling of those both in their organization's employment and a responsibility 
to support skill development through systems such as apprenticeships and retraining. This is especially so, given 
the prediction of job losses or degrades, due to AI, to the tune of 300 million, by a recent Goldman Sachs report, as 
reported by Forbes (Kelly, 2023). In the wider society, the way in which generative AI is applied in organizations will 
affect perceptions of fairness, inequality and trust in management.

In summary, generative AI creates a new research agenda for HRM scholars. A core research question in evaluat-
ing the outcomes of AI concerns the extent to which a successful balance has been achieved between the technical 
and the social systems to ensure that the needs of stakeholders are addressed and that it leads to a good quality 
of working life with spill over effects into the community and beyond. This outcome is only likely if there is a real 
possibility of mutual gains for the main stakeholders; indeed, it extends the agenda for research on mutual gains. It 
also provides the HRM community and the HR function with a distinctive advocacy role for a human-centric AI and 
in particular generative AI; and this provides the core focus for evaluation of its outcomes.
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BUDHWAR et al.16

3 | GENERATIVE AI – EMPLOYEE RELATIONS, WELLBEING, TALENT AND 
PERFORMANCE MANAGEMENT

3.1 | ChatGPT impact on employment relations, employee wellbeing and engagement

Andrew J. Knoblichj 17 and Steven Rogelbergj 17

3.1.1 | Introduction

Organizations are increasingly adopting AI-enabled chatbots and conversational agents, like ChatGPT, to enhance 
stakeholder relations, engagement, and wellbeing across various industries (McKinsey Global Institute, 2017). 
Whereas ChatGPT's impact across contexts will vary, this technology is poised to substantially alter HRM practices 
and systems in most organizational settings (Edlich et al., 2018; OpenAI, 2023). In its present state, ChatGPT can be 
integrated into work environments as a component of a bespoke network of applications (OpenAI, 2023). Depending 
on its use case, ChatGPT can provide on-demand personalized support, novel responses to complex queries, and 
guidance on a host of topics (Hatzius et al., 2023). The purpose of this section is to discuss the impact of ChatGPT 
on employment relations, employee wellbeing and employee engagement as well as to outline a research agenda for 
further investigation.

3.1.2 | Implications of ChatGPT

Employment Relations
ChatGPT has the potential to automate various commonplace tasks in the HRM context. For example, Edlich 
et al. (2018) highlighted the incorporation of chatbots and cognitive agents in HR service centres that responded to 
employee inquiries, managed benefits administration, and oversaw record-keeping. In this given context, employ ees 
can benefit from on-demand access to information, resources, and services. Additionally, the resulting analytics can 
help drive better decision-making of leaders and yield improved HRM support thereby impacting employment rela-
tions. An important variable that is likely to moderate employment relations using ChatGPT-enabled interfaces is 
trust.

Given that trust is a central factor in the employee-employer relationship (Yadav et al., 2022), employment rela-
tions is likely to be moderated through the use of ChatGPT interfaces insomuch as employees view the technology 
as an appropriately leveraged, capable, and trusted resource. To explore some of its limitations, Figure 2 exhibits 
ChatGPT’ s response to an inquiry, “Can I trust you?” In response, the model indicates several of its limitations.

Employee Wellbeing
Another notable example of an AI-enabled chatbot is Woebot, a commercially available conversational agent that 
uses cognitive-behavioural therapy to provide mental health support to its users (Fitzpatrick et al., 2017). During 
a randomized control trial, participants in the treatment group (which used Woebot as a therapeutic intervention 
for 2 weeks) reported a significant reduction in depressive symptoms (Fitzpatrick et al., 2017). While Woebot is not 
a ChatGPT-enabled application, its function is illustrative of the potential impact ChatGPT can have on employee 
wellbeing, as it relates to mental health. Figure 3 illustrates ChatGPT's response to the prompt, “I feel depressed.” 
The model first expresses empathy. Then it notes its limitations and subsequently offers general recommendations.

Conversely, the integration of ChatGPT into the workplace may also negatively affect employee wellbe-
ing. For instance, the integration of ChatGPT may increase anxiety for employees concerned about job insecurity 
(OpenAI, 2023). Figure 4 illustrates ChatGPT's response to the user prompt, “I am worried about how the integration 
of ChatGPT will lead to the loss of my job.” Again, the model expresses empathy before offering suggestions.
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BUDHWAR et al. 17

Employee Engagement
Like employee wellbeing, ChatGPT may likely influence employee engagement both positively and negatively. 
AI and generative models like ChatGPT can enhance the efforts of human workers in a myriad of ways ranging 
from upskilling in call centres to providing help with writing to providing on demand resources (Cheng et al., 2022; 
OpenAI, 2023). The outcomes of this AI augmentation can be positive for workers as they may yield opportu-
nities for empowerment, creative exploration, increased efficiency, and fulfilment. These outcomes, in turn, may 
enhance motivation and overall job satisfaction. Researchers have established that perceived satisfaction is related 
to engagement (Cheng et al., 2022). In this way, the adoption of ChatGPT has the potential to enhance employee 
engagement.

However, OpenAI (2023) has called attention to the possibility of increased inequality and disparate impact that 
may result from the use of ChatGPT. The possibility of job displacement or the redefinition of roles may differentially 
impact employees. Employees may also struggle to adapt to new processes. These challenges may result in employ-
ees' wasted time, feelings of frustration, and distrust. In this way, use of ChatGPT can be expected to negatively 
impact employee engagement.

F I G U R E  2   ChatGPT response to prompt regarding trust.

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al.18

3.1.3 | Research agenda

Given that ChatGPT's adoption in organizations is likely to transform HRM practices and systems, with both positive 
and negative implications for employment relations, employee wellbeing, and engagement, extensive research is 
needed on the subject. The following research agenda is likely to elucidate latent knowledge on ChatGPT.

3.1.4 | Research on Stakeholder Perceptions and Adoption of ChatGPT

Cheng et al., 2022, noted a low-level of consumer intention to accept and use chatbots due to frequent failures in 
human-chatbot interactions. A 2022 IPSOS survey found varying levels of agreement with the statement “products 
and services using AI had more benefits than drawbacks” (Maslej et al., 2023, p. 322). Brandtzaeg and Følstad (2017) 
further examined the various motivations of using chatbots. Thus, we propose the following research questions:

•  How do organizational stakeholders perceive the use of ChatGPT in the workplace, and what factors influence 
their perceptions?

F I G U R E  3   ChatGPT response to expressed human depressive state.
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BUDHWAR et al. 19

•  What factors contribute to the successful adoption of ChatGPT in the workplace, and how can organizations 
overcome potential barriers to adoption?

•  How effective is ChatGPT in improving communication, engagement, and wellbeing of employees in various work 
environments and industries?

•  Which skills and characteristics remain distinctive and essential to human employees?

3.1.5 | Research on the Safety, Ethicality, and Equity Considerations of ChatGPT

OpenAI (2023) highlighted several issues with its most recent model, GPT-4. Notably, GPT-4 produced biased and 
unreliable content, could provide information on how to sell illicit drugs and services and was able to support efforts 
to plan violent attacks (OpenAI, 2023). Even considering the myriad of benefits this technology may have, it is 

F I G U R E  4   ChatGPT response to expressed human concern of job loss.
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BUDHWAR et al.20

imperative that researchers and practitioners critically and holistically examine the implications of its integration. As 
such, we propose the following research questions:

•  What are the potential privacy and security risks associated with using ChatGPT in the workplace, and how can 
organizations mitigate these risks?

•  What are the ethical considerations associated with using ChatGPT in the workplace, and how can organizations 
ensure that the use of ChatGPT is aligned with ethical standards and guidelines?

•  How does the use of ChatGPT impact the organizational culture, and how can organizations ensure that ChatGPT 
aligns with their values and culture?

•  What are the long-term effects of using ChatGPT in the workplace, and how can organizations measure and 
evaluate these effects?

This research agenda does not reflect an exhaustive list of research considerations. However, given the present—
and impending exponential—adoption of this type of technology in the workplace, these inquiries may illuminate best 
practices, benefits, risks, and outcomes associated with HRM practices and the impact on employment relations, 
employee wellbeing and engagement.

3.2 | What are Implications and Challenges of ChatGPT and other generative AI-Driven 
Tools for Employment Relations?

Greg J. Bamber 8,9,10 and Ashish Malik 18

Many scholars conduct HRM research using a unitary frame of reference. By contrast, most Employment Rela-
tions (ER) scholars conduct research using pluralist or radical frames of reference. It is important to recognize different 
frames for understanding HRM and ER outcomes and conflicts (Budd et al., 2022; Teicher et al., 2023). The ER field 
includes many aspects of people at work and takes in the interactions, job regulation, collective bargaining, conflicting 
interests and power struggles between employers and employees and their representatives, such as lawyers, manag-
ers, employers' associations and unions. ER also includes the roles of “third parties” such as arbitrators, policymakers, 
government agencies and other stakeholders (Bamber et al., 2021). Fairness, accuracy, transparency and trust are 
important aspects of ER. In this context, what, then, are the implications and uses of ChatGPT and other generative 
AI-driven tools for ER?

ChatGPT-like innovations use generative AI and LLM employing ML technologies to deliver human-like conver-
sational interactions. These disruptive AI-driven tools have precipitated much discussion and emerging research 
agendas regarding the implications for managers and those trying to represent, educate and train workers (Dwivedi 
et al., 2023). Such disruptions have sparked interest in how such AI-driven tools may affect workplaces (Milanez, 2023) 
and ER stakeholders (Ioakimidis & Maglajlic, 2023; Zu, 2023) and HRM (Korzynski et al., 2023).

As developments in this domain are moving rapidly, we highlight some initial implications of such AI-driven tools 
for ER. Stakeholders can deploy these innovations to:

•  generate possible scenarios and personalised and individualised training solutions for employees to address the 
current and foreseeable skill gaps created by AI applications (Tcharnetsky & Vogt, 2023).

•  produce narratives that may enhance employees' education and training.
•  automate some tasks that involve language processing, such as reviewing employment-related contracts, and 

other documents.
•  create draft workplace communications and rules regarding protocols and safety.
•  analyse and share HR analytic data.
•  synthesise employees' voice channels, suggestions, feedback, and insights.
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BUDHWAR et al. 21

•  increase awareness of issues around inequality, transparency and legal frameworks.
•  spawn opportunities for new analytical, ethics, data science and responsible AI-related jobs.

In collective bargaining, some negotiators could use these innovations to facilitate their research, claim formula-
tion and other preparations. For example, negotiators could use the ChatGPT-like innovations to help them research 
cases more widely and quickly than they could otherwise, for instance, to find and assemble precedents, develop 
arguments, and draft speeches. In addition, union leaders and officials can draw on these innovations to facilitate the 
recruitment and retention of members, and communications with them. Even though large technology firms' rhetoric 
may claim that these ChatGPT-like innovations promote empowerment and other advantages, there may also be 
disadvantages. Such technologies are not a panacea; they also have limitations, potential dark sides and challenges 
(van Dis et al., 2023). This is especially because employers may have moral and legal obligations and responsibili-
ties towards employees, who employers should consult before making major changes to employment conditions. 
These obligations and responsibilities vary in different national and regional contexts (On the Australian context, see 
Clayton UTZ, 2023). For example, using these innovations in inappropriate ways may:

•  precipitate greater levels of job insecurity and increased job precarity, which often becomes a latent or explicit 
issue in ER disputes.

•  lead to more unfairness in workplaces, especially as the users may not understand these innovations' limitations.
•  produce harmful, misleading or wrong outputs that can damage trust in employers, unions and managers' 

reputations.
•  create legal problems when used for ER decisions when there may be input mistakes or inaccurate output.
•  raise ethical and legal issues related to intellectual property, privacy, consent, covert surveillance and accounta-

bility of employees' personal data.
•  cause complex consent issues, for instance, due to the lack of transparency; for instance, if stakeholders were 

subsequently to use employees' data for reasons other than those specified in the original consent, especially if 
data enters an LLM's database.

•  not always be fully in tune with the context, intent, nuance or tone of the user or the task and therefore produce 
inaccurate narratives.

•  generate wrong, inappropriate or irrelevant responses.
•  create new jobs that may require high-tech skills or be in the “gig economy”; most such jobs are not currently 

covered by unions.
•  foster employees' psychological distress and decrease their sense of wellbeing.

Therefore, these innovations should be used thoughtfully and responsibly by considering the potential advan-
tages and disadvantages for different audiences, stakeholders and scenarios. ChatGPT-like innovations should involve 
human oversight and intervention, using practices such as verification and independent moderation of the input data, 
process technologies and output selection bases. This is necessary to ensure quality, accuracy, compliance with the 
law, collective agreements/contracts, and ethical behaviour. Employees are likely to be alienated if they infer that 
they are being managed or represented by these technologies or algorithms. We hypothesise that most employees 
prefer to be managed and represented by people, with whom they can discuss matters, rather than by impersonal 
technologies or algorithms.

Given that many ChatGPT-like innovations will be developed further, affecting ER in varied ways, we encourage 
ER stakeholders to facilitate employees having a voice in how technologies are used. Depending on the context, this 
should involve managers consulting with unions or other representatives of employees. Technologies would generally 
be implemented more equitably, effectively and sustainably if the innovations include transparent co-design and 
co-regulation that involves employees and their representatives as stakeholders. This should be encouraged to coun-
ter the temptation for managers, technocrats,the global big tech firms and consultants to deploy these generative 
AI-driven tools unilaterally and secretly within a unitary frame of reference.
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BUDHWAR et al.22

We infer several future research agendas from the above. First, HRM and ER scholars should adopt an appro-
priate frame of reference and carefully consider how to resolve data ownership issues and its fair use. For example, 
how can data ownership, their monetisation and curation be (co-)regulated? Second, who should be involved in 
moderating and verifying the content and solutions generated? Third, should they agree that aspects of negotiations 
or other aspects of ER are “off-limits”, or no-go areas for ChatGPT-like innovations? Fourth, what does “decent work” 
mean in this context, and can it be developed and sustained? Fifth, who should be held accountable for poor or inac-
curate decisions? Sixth, what are the implications of these innovations for the future of work? Seventh, who suffers, 
who benefits from such ChatGPT-like innovations, and who decides how the suffering and benefits are shared? Last, 
employers are likely to use these innovations to displace jobs such as software engineers, data scientists and busi-
ness intelligence analysts. Thus, people will need guidance on developing new skills of interacting with and eliciting 
knowledge from the tools. These are aspects of “prompt engineering”.

In conclusion, those who use ChatGPT, and similar innovations should keep in mind that on the one hand they 
are getting more sophisticated and have the potential to yield great benefits. But, on the other hand, innovators 
should heed the old computer science concept: garbage in, garbage out (GIGO) and get should get better at prompt 
engineering and asking the right questions. If not, nonsense (garbage) input data and queries may produce nonsense 
output!

3.3 | ChatGPT Talent Management and Advising Managers on Performance Management

Arup Varma 25 and Angelo DeNisi 14

The proliferation of Artificial Intelligence (AI) and AI enabled tools such as ChatGPT is a welcome development, 
but also a potential danger to our way of living, if left unharnessed. In this connection, an analysis by Swiss Bank had 
noted that ChatGPT is the fastest growing app of all time (see Ortiz, 2023). Not surprisingly scholars such as Prikshat 
et al. (2022) have noted, “AI-augmented HRM can improve workflow and productivity, reduce costs, and increase 
accuracy in HRM functions.” Indeed, the speed at which AI enabled tools such as ChatGPT are emerging, these appli-
cations can help organizations and societies in numerous ways. We believe that organizations that choose to ignore 
ChatGPT do so at their own peril.

One area where AI could make major inroads is the critical area of employee performance management given 
the breadth and scope and the continuing evolution of the function (see, e.g., DeNisi et al., 2021, 2023). Since the 
performance management function requires raters to make judgments based on copious amounts of qualitative and 
quantitative data, ChatGPT can prove very useful in terms of processing complex data. However, this is where the 
danger lies. Since AI enabled tools such as ChatGPT rely on the information available to it, organizations need to be 
very cautious and deliberate in what information is available to the bot.

A couple of recent examples help illustrate the need for caution. In one case, Sydney, an AI-enabled bot, tried to 
convince a New York Times writer to leave his spouse (see Wolf, 2023). In another equally bizarre outcome, Google's 
rival to ChatGPT, Bard, suggested that Google is a monopoly, and the government should step in and break it up (see 
Prakash, 2023). The point is that when it comes to using ChatGPT for performance management, organizations and 
human resource managers need to step up their game and monitor and control both formal information and informal 
chatter within their organizations. If HR managers are willing and able to step up and meet the ChatGPT challenge, 
they can use ChatGPT to their advantage, when it comes to performance management.

Indeed, we would like to urge HR practitioners to be proactive and help identify facets of performance manage-
ment where the bot could help managers (who are typically the ones doing the ratings) do a better job. Recently, a 
company called Confirm (see Parisi, 2023) has experimented with using ChatGPT in their performance management 
process – specifically for performance reviews. Their experience has been promising – the bot was very successful in 
writing performance reviews by asking pointed questions of colleagues of the ratee. However, as the CEO of Confirm 
cautioned, ChatGPT is not ready to give feedback to individual employees, yet. We would hasten to add that the bot 
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BUDHWAR et al. 23

should probably not be giving feedback anytime soon, as performance management is a human process and should 
stay as such – meaning that the bot should assist individual managers in doing their jobs as supervisors, not replace 
them.

Similarly, one of the concerns often expressed by scholars of performance management (see DeNisi & 
Murphy, 2017) is the failure of performance management scholars and practitioners to establish a clear link between 
individual performance and organization-level outcomes. Perhaps ChatGPT could help address this issue by helping 
organizations map individual level performance with organizational outcomes through analysing performance-related 
information and investigating how the various pieces of individual performance fit in with organization level outcomes. 
Of course, as we know, currently this link is tenuous at best, with the intervening step being more of a black hole 
whereby information is fed, and outcomes decided though the mechanism through which the data are transformed 
into individual outcomes is questionable. We believe this presents a tremendous opportunity for scholars of perfor-
mance management to lead the field proactively rather than simply conducting post-hoc studies.

Indeed, given that ChatGPT is in its nascent stage, there are several other facets of performance management 
that beg scholarly investigations. First, the level of comfort of the rater with technology and his/her willingness to 
incorporate ChatGPT in the PM process could determine the degree to which the bot can assist organizations. Next, 
it is well known that performance management is fertile ground for bias and bots such as these can exacerbate this 
problem. Indeed, there are studies that show that interacting with bots and other AI enabled tools increases the 
tendency of human beings to engage in unethical behaviours (see, e.g., Kim et al., 2022). Thus, the ethical aspects of 
the use of the bot should be investigated (see also, Varma, Dawkins, & Chaudhuri, 2022).

Relatedly, it is well-known that supervisor-subordinate relationships play a critical role in the determination of 
subordinate ratings and related outcomes (see, Varma, Jaiswal, et al., 2022). Given that most, if not all, PA systems do 
not specifically incorporate this factor in the PA process, scholars would do well to examine the flow, sources, and 
quantity of non-performance and performance-related information to see whether ChatGPT is able to separate rele-
vant information from irrelevant information and the degree to which it bases its suggestions on performance related 
information. Finally, it would be important to examine the differences in perceptions of and reactions to ChatGPT 
between the different generations of employees within organizations.

In conclusion, we believe that ChatGPT has the potential to make raters' lives easier, but the bot needs to be 
proactively managed, and the users need to be trained in using the application appropriately.

4 | GENERATIVE AI – IHRM, EDI AND SUSTAINABLE HRM

4.1 | The Promises and Perils of Generative AI: An International Human Resource 
Management Research Agenda

Rosalie L. Tung 24

Since ChatGPT's debut in November 2022, there have been widespread attention to and coverage of generative 
Artificial Intelligence (AI), one of two broad domains of AI. According to Berg (2023), generative AI is suited to the 
generation of “new content” while, discriminative AI is best suited “for analysis”. Much has been written on what 
ChatGPT can do and the far-reaching ramifications of such changes to virtually all aspects of social interactions 
and societal functioning, including the bright and dark sides associated with these developments. Coincidentally, 
ChatGPT was introduced at a time when people from around the world were just emerging from profound societal 
upheavals related to the covid pandemic – the “great resignation” or “quiet quitting” in many industrialized countries; 
the intensification of the war for talent worldwide exacerbated, in part at least, by strategic rivalry among countries, 
especially between the world's two largest economies to retain or attain primacy in the calculus of global competition 
on multiple fronts; the growing preference by some for remote work made possible, to a large extent, by techno-
logical developments, such as virtual teaching, meetings and conference participation; and the overall ageing of the 

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al.24

population in most industrialized countries and China, the so-called workshop of the world and the lead engine for 
economic growth worldwide in the past 4 decades. The overall ageing of the workforce compounds to the shortage 
of labour that many countries have been experiencing.

Like developments surrounding the previous rounds of Industrial Revolutions (Industry 1.0 represents the 
introduction of steam power through Industry 4.0 and Industry 5.0, or the introduction of smart devices and 
human-machine collaboration, respectively), initial concerns were raised about massive displacement of workers and 
their widespread impact on society, including economic growth, efficiency/productivity, wealth and the general well-
being of its people. Fortunately, many of the worst-case scenarios associated with each iteration of the Industrial 
Revolutions failed to materialize. To the contrary, the benefits appeared to far outweigh the costs in each Industrial 
Revolution albeit each round was accompanied by profound changes that pervaded all aspects of HRM.

Like many others, I have followed with both excitement and trepidation the promises and perils of ChatGPT and 
have reflected on what they mean for human resource management theories, policies and practices. While these are 
manifold, I will identify and focus on two of them and briefly outline a research agenda associated with each.

4.1.1 | The productivity paradox

A major concern of ChatGPT and AI is that it will replace the work that is currently done by assembly line workers and 
professionals alike, thereby resulting in massive layoffs and unemployment. The specific professions that have been 
identified include medical doctors, architects, engineers, journalists, lawyers and coders (Bolina, 2023). While it is 
true that ChatGPT can be trained to diagnose diseases based on patient's symptoms, detect problematic lesions that 
radiologists may miss in x-rays, churn out architectural plans, perform engineering calculations, write news stories, 
produce standard legal documents, and assist in writing codes, it does not necessarily follow that all the aforemen-
tioned jobs will be rendered redundant by AI.

Robert Solow, an economist who won the Nobel Prize in 1987 for his research on theories of economic growth, 
drew attention to the productivity paradox where he observed that the much-anticipated productivity growth often 
ascribed to computers failed to materialize. While multiple hypotheses have been advanced to explain for this para-
dox, including the “mismanagement of information and technology” (Brynjolfsson, 1993, p. 74), the paradox persists. 
Subsequently, Brynjolfsson et al. (2020) refined Solomon's thesis to derive their J-curve productivity hypotheses to 
describe initial slowdowns in productivity associated with the introduction of new technology that will be followed 
by a subsequent increase in productivity.

Hyman (2023) offered an even brighter scenario whereby ChatGPT can help free us from the repetitive aspects 
of our jobs to focus more attention to the human aspects of our work that cannot be performed by machines, thereby 
increasing creativity. This is so because person-to-person interactions and brainstorming sessions to generate truly 
innovative ideas cannot be replicated by AI as its capability is confined primarily to summarizing/analysing massive 
amounts of data and repackaging them in a generally intelligible format for consumption. As such, considering its 
potential benefits, instead of blanket rejection of ChatGPT we should embrace it for use in tasks that are repetitive 
and hence can be automated. In this way, organizations can channel employees' creativity to more challenging and 
complex activities that cannot be undertaken by sheer manipulation of large data bases. This redirection of focus will 
result in significant changes to HRM policies and practices. Companies that can successfully redesign, restructure, 
retool and reskill their workers to relieve employees from more mundane tasks to focus on creative and innovative 
endeavours will reap the benefits, thereby highlighting the significant role that such changes can play in a firm's 
competitiveness and a nation's global competitiveness.

In a report entitled, The Main Resource is the Human, Musser et al. (2023, p. 1), acknowledged that AI “is increas-
ingly understood as a strategic technology that governments seek to promote domestically and constrain for adver-
saries”. Furthermore, the report went on to conclude that based on a survey of over 410 authors of papers in 20 top 
AI journals, the consensus is that “talent” is the most important contributor to the “success of their most significant 
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BUDHWAR et al. 25

projects”, thus highlighting the pivotal role that the attraction, motivation and retention of talent can play in a nation's 
international competitiveness. Since talent is mobile, this contributes to the global war for talent, a stable subject of 
research in IHRM.

A research agenda under this theme includes, but is not limited to:

a)  In what sectors/industries/professions/occupations does the productivity paradox hold and why? Insights on the 
“why” can contribute to theoretical advances in HRM.

b)  In what sectors/industries/professions/occupations does the productivity J-curve hold and why? Insights on the 
“why” can contribute to theoretical advances in HRM.

c)  Considering the analysis identified under (a) and (b) above, what can organizations do to redesign their human 
resource management policies and practices to reap the benefits of deploying AI? Studies of this nature have prac-
tical and theoretical implications as they can contribute to our understanding of human-technology interactions.

d)  Considering the increasing weaponization of AI as a “strategic technology”, how will this contribute to and shape 
the dynamics and nature of the global war for talent?

4.1.2 | Diversity of perspectives

Research has shown that while diversity may lead to conflicts and disagreements in the shorter-term, it can contrib-
ute to increased creativity as different perspectives (stemming from a member's gender, race/ethnicity, background 
and so on) can be incorporated in deliberations to arrive at a final decision.

While ChatGPT has been trained on massive databases, the reality is the output reflects largely the algorithms 
that were written predominantly by white males. For one, AI can be racists and sexists as captured in the title of 
Noble's book, Algorithms of oppression: How search engines reinforce racism, Noble (2018). For example, in early 2018, 
Google's facial recognition function was found to be more accurate for identifying white men but less so for women, 
and even less so for African Americans. A report published by the US Department of Commerce's National Institute 
of Standards and Technology, prepared by Schwartz et al. (2022), highlights the disturbing incidence of biases against 
women, people with dark skin tones, older people, the disabled, and people wearing glasses. Algorithms with such 
built-in biases can result in discriminatory decisions pertaining to hiring/selection, promotion, firing, evaluation of 
performance, and compensation. In short, under the guise of science, the perpetrators of such biased decisions may 
defend the so-called objectivity of their actions.

Aside from possible biased decisions, it is important to recognize ChatGPT is trained on large datasets. Since 
most datasets are in English, they can disenfranchise people whose languages are very different from English. This 
includes East Asian languages, such as Chinese and Japanese as well as the variety of languages used on the African 
continent. The Chinese are, of course, working on their own ChatGPT-tools. Concerns have been raised that ChatGPT 
and its equivalents can “bring about a mass extinction of languages. And … more worryingly, would expunge a diver-
sity of ways of thinking and creativity” since language is contextualized in a culture where it is used (Marian, 2023). 
In short, AI has the possibility of achieving what centuries of colonization have failed to accomplish, namely wiping 
out cultures and countries that are under-represented in the AI technological race. The impact of cultural diversity 
on theories, practices and policies of IHRM has been well documented and continues to receive research attention.

A research agenda under this theme includes, but is not limited to:

a)  Identification of biases inherent in algorithms that can discriminate based on select demographic variables and how 
to reduce/eliminate these biases in all aspects of HRM functions, policies and practices. Studies of this nature have 
practical and theoretical implications as they can contribute to our understanding of human-technology interactions.

b)  A more nuanced understanding of how AI can inhibit diversity, equity and inclusion in the functioning of multi-
cultural teams (MCTs). Such findings can contribute to the theoretical literature on MCTs, a staple research topic 
in IHRM.
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In summary, while I have identified only two broad themes that merit attention from the IHRM perspective, 
in reality, there are many, many more. As IHRM researchers devoted to the advancement of the field considering 
current events and most recent developments, we have an obligation to identify and better understand all the factors 
and aspects of our discipline that are impacted by ChatGPT to minimize the perilous consequences and harness the 
promises associated with this new technology.

4.2 | ChatGPT, EDI and implications for HRM

Fang Lee Cooke 12 and Charmi Patel 20

4.2.1 | Introduction

The growing use of ChatGPT by organisations in an expanding range of functions and activities, including HRM func-
tions and activities (Howlett, 2023), has implications for equity, diversity and inclusion (EDI), especially in employ-
ment security, recruitment and selection, performance appraisal and pay. Previous research indicates that AI can 
be an efficient and effective way of managing HR functions to enhance fairness. However, ChatGPT is designed to 
synthesise information from the database available, applying algorithms used to train it. While ChatGPT is designed 
to be neutral, the data it deploys to generate the texts come from a wide range of sources from the Internet, which 
may contain biased opinions and prejudices including, for example, racist and sexist language. Therefore, the use of 
AI has mixed benefits and pitfalls for organisations adopting the technology and their employees.

Employment security. A key function and benefit of ChatGPT is that it can search and generate basic documents 
on a specific topic rapidly such as producing job descriptions and person specifications in detail. However, these 
documents need to be checked and customised, which requires more advanced skills and knowledge. Indeed, the 
increased use of digital technology has led to the displacement of many workers at the lower occupational levels, 
including bank tellers, IT engineers and legal workers. For HR professionals, there may be fewer job vacancies at the 
lower level. Since women tend to be over-represented at the lower occupational levels, they may be disproportionally 
displaced. Equally, older workers have been the victims of technological changes due to their reduced capabilities to 
learn new technology. In the IT industry, workers above the age of 40 may be at serious risk of being made redundant.

Recruitment and selection. An increasing number of organisations are using AI for recruitment and selection 
to increase efficiency and accuracy, especially when they must process a large number of applications. AI is also 
perceived to be more objective and thus enhances the fairness of the selection by avoiding human subjectivity and 
biases. Equally, it has been argued that AI is inherently a deductive process and neglects qualitative information which 
humans may be in a better position to pick up and interpret (Newman et al., 2020). A similar argument could be made 
for the use of Chat GPT in recruitment and selection. EDI is an area that would benefit from human inputs to detect 
nuanced and sensitive information from the applications.

Performance appraisal. Performance appraisal is one of the most subjective functions of HRM and one that 
managers tend to dislike and avoid if possible (Keegan & Den Hartog, 2019; Posthuma et al., 2018). Where perfor-
mance could be quantified, AI has been used for the appraisal of employees to inform HRM decisions such as reward, 
employee development and dismissal. AI is believed to provide neutral feedback without gender, race or other forms 
of bias. In cultural contexts where direct and face-to-face criticisms are avoided to preserve face for both parties (such 
as in Chinese societies), AI can potentially be a more effective medium for appraisals and help individual employees to 
improve their performance quietly due to reduced resistance and resentment because there is no human interaction 
and perceived bias. However, it has been argued that when AI is involved in the decision-making process, managers 
are more likely to act in a morally disengaged manner and justify their decision (Bandura, 1999). A case in point is 
Amazon which has been criticised for using AI to select poor-performing employees for dismissal (Lecher, 2019).
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Pay. Pay is another sensitive and contentious HR function in which perceived and actual fairness and equity is 
critical but difficult to achieve for institutional and organisational reasons. In fact, gender pay gap has been found 
persistent in many economies, developed and developing alike, and gender discrimination has been found one of 
the main reasons for gender pay gaps (Blau & Kahn, 2007; Lips, 2013). The use of ChatGPT may arguably entrench 
the gender pay gap as the data it draws from may be historical data with past bias against women, ethnic minorities 
and other socially disadvantaged groups, allowing these biases to be perpetuated and continue to be barriers to pay 
equity which undermines organisations' EDI efforts.

4.2.2 | Research agenda for EDI

The use of ChatGPT and other OpenAI tools is still in its early stage, albeit rapidly developing in both creative ways of 
their adoption and regulatory interventions. There are ample research opportunities for HRM scholars. We outline a 
few of them here as examples to entice more attention for future research to advance the theorisation and manage-
ment practice in this space.

1.  Given the uneven quality of the data used by ChatGPT to generate documents, how can organisations ensure 
the quality of the materials it generates so that it does not undermine the principle of ethics and outcomes of 
EDI? Will the use of ChatGPT and other OpenAI tools influence managerial behaviour such that they behave 
differently in AI-human cooperation than in human-human cooperation?

2.  How can ChatGPT and other OpenAI tools be used effectively to enhance fairness and procedural justice in 
HRM functions and activities through AI-human cooperation? What may be the antecedents and boundary 
conditions?

3.  How are society-specific factors played out in the use of ChatGPT in different HRM functions and activities? 
For example, will the use of ChatGPT and other OpenAI tools help managers avoid giving critical comments to 
poor-performing employees and help employees gain face, thus maintaining a good work relationship?

4.  How can ChatGPT help in content creation for job descriptions and competency guides while reducing uncon-
scious/implicit biases and discrimination in recruitment/selection processes? How can organisations regulate 
the use of ChatGPT and similar AI tools to detect potential bias in the language and data fed to AI tools, and how 
can these be addressed to ensure transparency and fairness in recruitment/selection processes?

5.  In what ways can ChatGPT and other OpenAI tools help with benchmarking information on salary ranges and 
benefits offerings? As salary transparency continues to take root, can ChatGPT help HR professionals reduce 
the gender pay gap and inequalities by providing a good reference point for objective and data-driven recom-
mendations for competitive pay, rewards, incentives, and other benefit programmes?

6.  How can ChatGPT be used to create a more inclusive onboarding experience for employees with disabilities, 
and what are the best practices for incorporating assistive technologies into the process? For instance, in what 
ways ChatGPT can be used to collect and analyse data on the experience of new employees during the onboard-
ing process, and how can those insights be leveraged to improve ongoing diversity and inclusion efforts in 
organisations?

7.  How can ChatGPT and other OpenAI tools be adopted to offer personalised training and development oppor-
tunities to employees based on their specific needs and interests (especially neurodiverse employees and those 
from underrepresented groups)? For example, how can ChatGPT help build lesson plans, learning objectives, and 
skills assessments from existing content while addressing gender, age, racial biases and more? Future research 
should explore the impact on employee learning and development and the effectiveness of AI in identifying 
relevant training programmes.

8.  By leveraging natural language processing and machine learning algorithms, in what ways can ChatGPT help 
organisations identify areas where EDI efforts and initiatives are lacking?
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BUDHWAR et al.28

9.  With the increasing popularity of remote work, in what ways can ChatGPT and other OpenAI tools be used 
to monitor employee productivity and well-being, as well as to offer support and resources? In what ways can 
HR departments use such OpenAI tools to create a more positive and productive remote work experience for 
employees while maintaining privacy and security?

10.  With the success of generative AI tools such as “Woebot”, in what ways can organisations/HR professionals 
leverage them to identify early signs of burnout or other mental health issues among employees and provide 
timely support and resources?

11.  What training and resources do organisations/HR professionals need to develop/design ethical infrastructures 
to facilitate AI-human cooperation to implement fair and trustworthy AI tools that promote EDI at work?

4.3 | Generative AI and sustainable HRM

Shuang Ren 22 and Prasanta Kumar Dey 15

Sustainable HRM concerns systems, practices and policies that ensure the supply of a sustained workforce 
while also considering the economic, social and environmental impact of these practices (Aust et al., 2020; Ren 
et al., 2023). As a relatively new concept, it emerges in response to a growing recognition of the need to align HRM 
practices with sustainability goals and values (Westerman et al., 2020). However, the inherent tension involved in 
integrating sustainability goals and values into HRM practices presents unique challenges for sustainable HRM to 
manage the needs of the organization, its employees, and the environment. As organizations continue to navigate 
the complexities and ambiguities associated with sustainable development, new technologies, such as generative AI, 
are introducing additional challenges and opportunities for sustainable HRM.

4.3.1 | Our point of departure: Closely involve generative AI in enabling HRM institutional 
entrepreneurship towards sustainability

A key challenge sustainable HRM faces in achieving widespread implementation is that it requires a new, multi-
purpose model of organizational effectiveness that conflicts with the traditional market-oriented model (Ren 
et al., 2023; Stahl et al., 2020). HRM professionals, in their unique and important role as institutional entrepreneurs 
(Ren & Jackson, 2020), often struggle to find actionable guidance on how to promote institutional changes towards 
sustainability. Generative AI presents a promising tool to assist in this transformation process, offering potential 
solutions to address the challenges faced by HRM professionals.

First, generative AI can generate innovative ideas that are not yet considered by HRM professionals alone. For 
instance, it can stimulate different scenarios, solutions and outcomes to complex sustainability challenges, help 
organizations explore different sustainability strategies in a risk-free environment and make informed decisions on 
which ones to implement. Sustainable HRM often face resistance from line managers who see their roles as bottom-
line oriented and marginalize other considerations. By generating scenarios that consider different levels of support 
from different management functions, generative AI can help organizations identify where additional support or 
engagement is needed to ensure the adoption of sustainable HRM.

Second, generative AI allows organizations to create personalized sustainability trainings or initiatives tailored to 
the specific needs of organizations' internal and external stakeholders. For instance, by gathering and analysing large 
amounts of data related to employee commuting routines and waste management habits, generative AI can suggest 
personalized initiatives to encourage the use of more sustainable modes of transportation. It can also provide real-
time feedback on how job responsibilities can be undertaken in a more sustainable way or where sustainability-related 
skill gaps exist by analysing job role, training history and performance data. In turn these individualized initiatives 
strengthen the collective capacity of the organization and foster a culture of continuous learning related to sustaina-
bility, creating a more conducive institutional environment for sustainable HRM.
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BUDHWAR et al. 29

Third, both sustainable HRM and generative AI play major roles as enablers to transform organisational supply 
chain to adopt sustainability practices to assure enhanced sustainability performance. The transformation can start 
with mapping supply chain, deriving current sustainability performance, identifying issues and challenges, setting 
targets, deriving enablers (including sustainable HRM practices and generative AI), analysing business case, and plan-
ning, implementing and evaluating improvement projects (Dey et al., 2022).

Fourth, generative AI, along with other technologies such as IoT, Industry 4.0, and Metaverse, has the potential to 
transform sustainable HRM practices by automating routine tasks, reducing bias in selection and performance eval-
uation, and improving efficiency. This can contribute to creating a more diverse, inclusive and sustainable workplace. 
Additionally, it can assist in analysing employee sustainability-related performance, engagement and satisfaction 
using large amounts of data, leading to data-driven improvement measures for overall business sustainability.

4.3.2 | Replacing or empowering a sustainable workforce?

A direct impact of generative AI on sustainable HRM is the disruption to future employment. The fact that technolog-
ical advancements impact the job market is not a new phenomenon. In the past, technological progress has led to the 
displacement of workers in certain industries while simultaneously creating new industries and career fields. These 
industries are typically low-skilled that can be easily replaced by automation. However, generative AI, with its ability 
to create content and mimic human thought processes, has a unique advantage over traditional AI to impact a much 
broader range of jobs, including high-skilled ones. The encompassing disruption to future employment brings many 
unknowns for sustainable HRM in terms of how to support the long-term viability of the organization.

Relatedly, generative AI is likely to lead to an overhaul of how sustainable career is built (De Vos et al., 2020) and 
how the work-life boundary is defined in building human sustainability. To the extent it replaces jobs or professions 
that can be easily automated, it frees up employees from repetitive and routine tasks to focus on more complex 
and higher-level ones that require creativity, social intelligence and adaptability. Future jobs go beyond traditional 
occupations, and feature more inter-organization movements. Instead of continuing to have, for example, “lawyers”, 
“engineer”, and “doctors” in traditional terms, we may see new job roles such as “critical thinkers” who work in differ-
ent organizations and industries simultaneously by applying their creative and innovative skills. The time freed up 
from handling routine tasks also enables employees to pursue a wider range of activities to achieve overall human 
sustainability by keeping healthy, productive, happy and employable throughout the life course. Hence it is not the 
replacement of jobs that is concerning, but how sustainable HRM can take advantage of the opportunities created by 
generative AI to help employees build new mindsets and skillsets for their sustainable careers.

4.3.3 | Known unknown versus unknown unknowns in adopting sustainable HRM 
practices

Research and practice on sustainable HRM have so far lack a tailored approach to design and implement practices 
that fit the needs of organizations. Generative AI provides the potential for organizations to better report their 
sustainability practices, adopt and monitor these practices across the organizations' value chain (Figure 5). Specifi-
cally, it facilitates developing the decision support system (DSS) that are essential to transform organisational value 
chain at strategic, planning, and operational levels through various sustainability practices (Dey et al., 2023). DSSs 
designed using generative AI will facilitate sustainable HRM capture data and select optimal options when undertak-
ing both intra-organizational functions (e.g., manpower planning, training needs identification, fostering conducive 
organisational culture, enhancing employee wellbeing) and inter-organizational activities (e.g., promoting CSR initia-
tives in collaboration with the society). These are complex tasks that are likely be accomplished by generative AI on 
coordinated actions rather than individual function. In other words, generative AI presents evidence-based guidance 

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al.30

F
IG

U
R

E
 5

 
Fr

am
ew

or
k 

re
la

tin
g 

su
st

ai
na

bl
e 

H
RM

, s
us

ta
in

ab
ili

ty
 p

ra
ct

ic
es

 a
nd

 s
us

ta
in

ab
ili

ty
 p

er
fo

rm
an

ce
.

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al. 31

of where and how to gauge support from all levels and areas of organizations to overcoming entrenched norms 
and resistance to sustainability. Nonetheless, the combined effect on sustainability performance is unknown. Data 
requirements, decision alternatives, hardware and software requirement (e.g., computing power, storage capacity and 
energy requirements) are also a few unknows.

4.3.4 | Research agenda

Figure 6 highlights a few areas of research that are of particular importance. Within the organization, the intersec-
tion of generative AI and sustainable HRM raises several ethical issues not yet addressed by HRM scholars when 
facilitating structural, process, technology, and cultural changes towards sustainability. Specifically, algorithm needs 
to be carefully developed without bias. If the underlying assumptions exclude fairness, equality and privacy, they 
can lead to a biased and incomplete representation of sustainability. Even if the pre-training transformer is powered 
by a pro-green ideology, the narrow understanding of sustainability risks backlash from employees from a much 
diverse background. The lack of diversity may also risk reinforcing existing biases and stereotypes, which can lead 
to discriminatory or unfair AI models. Future research needs to devise ongoing evaluation and feedback mecha-
nisms to detect and address any biases or ethical concerns that may arise. In addition, HRM has an urgent need to 
optimizing formal data management policies in relation to the ethical collection, use and protection of personal and 
organizational data.

The energy consumption required for training and running large-scale generative AI models can be significant, 
raising the question of whether they are sustainable. Future research on sustainable HRM therefore needs to take 
a more critical stance in evaluating the broader role of technology in achieving sustainable development. Related 
research questions also include how to consider employee interpretation and attribution of the nature and efficacy 
of generative AI in contributing to long-term sustainability.

More broadly, future HRM research needs to contextualize the discussion of the implications of generative AI 
at the societal level, for example, by considering what we call “AI-precariats”, a social-economical group of labours 
disadvantaged by generative AI. This includes segments such as the ageing workforce or those with limited access 
or skillsets, who may face challenges such as skills obsolescence, job displacement, and further marginalization or 
exclusion from the workforce. Sustainable HRM needs to develop a more inclusive model of human sustainability in 
ensuring the viability of the workforce.

Introducing generative AI to sustainable HRM challenges HRM scholars to adopt a more collaborative stance 
to liaison with AI experts to ensure technology is used effectively and ethically to support sustainable practices. 
Insofar as AI technology helps to put sustainable HRM into action, sustainable HRM also provides feedback loop to 
AI experts in terms of how generative AI can be developed and used in a way to minimize negative environmental 
impacts, promote economic and social equity, and contribute to long-term sustainability. Future research should 
identify the needed skillsets for HR professionals to engage with generative AI in the adoption and evaluation of 
sustainable practices.

An international or comparative lens is also needed to delve deeper into the sustainable HRM-generative AI 
nexus across various institutional contexts. For instance, Goldman Sachs (2023) suggests that Hong Kong, Israel, 
Japan, Sweden and the US are likely to be the most affected countries, while India, Indonesia, Pakistan, Philippines 
and Vietnam are the least affected. More research is needed to understand how and why; otherwise, income inequal-
ity and social polarization, if not accompanied appropriately with policies and governance for generative AI, will 
undermine sustainability efforts.
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5 | GENERATIVE AI AND ACADEMIC RESEARCH METHODS

5.1 | Insights and recommendations from a research methods' conversation with 
ChatGPT

Mark NK Saunders 23

5.1.1 | Introduction

Transformative artificial intelligence tools, including LLMs such as ChatGPT offer new opportunities to generate 
sophisticated text. However, although this may, at least initially, appear convincing, it is accompanied by potential 
for negative impacts (Dwivedi et al., 2023). In this piece I reveal that using such tools uncritically is irresponsible 
and a derogation of the researcher's duty to undertake rigorous and ethical research. In other words, it remains the 
researcher's responsibility to acknowledge generated text and ensure it stands up to the closest scrutiny. Drawing 
Mingers (2000) work on adopting a critical mindset and Habermas's (1984) validity claims, I assess ChatGPT gener-
ated text responses relating to participants and sample size justification. The implications of these are discussed and 
recommendations for asking questions and evaluating LLM generated text offered.

Adopting a critical mindset
As researchers we use of a wide variety of tools such as online databases and data analysis software; but we do so 

with a critical mindset. We are trained, for example, to be cognoscente of the need to evaluate the validity and utility 
of data and to ensure the analysis techniques used are appropriate for our data. Similarly, when we read text, we need 
to do so with a questioning and sceptical mindset, adopting a critical approach. Drawing on Habermas's (1984, 1992) 
theory of the validity claims of speech acts, Mingers (2000, p. 225) identifies four dimensions to such an approach:

•  ‘Critical thinking -the critique of rhetoric’ questioning the logic of argument and fair use of language.
•  ‘Being sceptical of conventional wisdom -the critique of tradition’ questioning taken-for-granted assumptions 

about traditional ways of doing things.
•  ‘Being sceptical of one dominant view -the critique of authority’ questioning the dominant position and recognis-

ing a plurality of viewpoints.
•  ‘Being sceptical of information and knowledge -the critique of objectivity’, questioning the validity of knowledge 

and information recognising knowledge is never value free and objective.

These, in conjunction with Habermas's (1984) validity claims of non-deceptiveness (sincere), factual correctness 
(truth), and normative acceptability (rightness), are used to assess text generated by ChatGPT.

5.1.2 | An assessment of ChatGPT generated responses

My initial question to ChatGPT: “Can you write a methods section to justify the number of interview participants in 
a workplace study?” evoked five separate paragraphs comprising ‘participants’, ‘interview conduct’, ‘data analysis’, 
‘justification for sample size’, and ‘conclusion’; but without any references. I therefore asked: “Can you add academic 
references to the text?” The subsequent critique begins by considering the paragraph relating to ‘participants.

Participants: Participants for this study were selected from a large manufacturing organization in the 
United States. A total of 20 employees were interviewed for this study. Participants were selected 
based on their experience with the organization, length of service, and job role.

(ChatGPT, 2023)
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BUDHWAR et al.34

ChatGPT created a study in a large US manufacturing organisation from which 20 employees were interviewed. 
Although it is unclear how or why this setting was chosen, it provides a useful context within which to evaluate the 
subsequent justification for sample size. In relation to the ‘participants…’ paragraph, I developed the chat, asking 
“How and why were participants were selected based on their experience…” listing all characteristics named in 
ChatGPT's previous response. The answer focussed on why, the rhetoric relating the justification appropriately to a 
now stated research purpose “to gain insights into workplace culture and practices”, and that the “range of experi-
ences and perspectives” held by participants with different “lengths of service and job roles” would “allow for a deep 
[er] understanding of the organizations' culture and practices”. When asked to “explain what sample selection tech-
nique might be used and give references?” purposive, snowball, convenience and maximum variation sampling were 
suggested. This generic response, whilst acceptable in terms of factual correctness, offered no convincing arguments 
regarding their potential advantages and disadvantages to support any critique of tradition.

This justification for sample size paragraph appears, initially, comprehensible, offering a logical argument and 
using language fairly. However, applying the critique of objectivity and confirming the validity of the text raised 
concerns. Generated text infering Guest et al.’s (2006) explored a similar research question in a workplace setting was 
neither related to the context nor true. This highly cited Field Methods paper on ‘how many interviews are enough’ 
was based upon data collected originally to explore “perceptions of social desirability bias (SDB) and accuracy of 
self-reported behaviour” in the context of reproductive health research, the sample comprising 60 female sex work-
ers in Nigeria and Ghana (Guest et al., 2006, p. 62).

Justification for Sample Size: The sample size of 20 participants was deemed sufficient for this study 
based on several factors. Firstly, the population from which the participants were selected was rela-
tively small, with only a few hundred employees in total. Secondly, the sample size was consistent 
with previous studies that have explored similar research questions in workplace settings (Guest 
et al., 2006). Additionally, thematic saturation was achieved with the sample size of 20, meaning that 
new themes were no longer emerging from the data after the 20th interview (Francis et al., 2010; 
Morse, 1995).

(ChatGPT, 2023)

The other two references (both high cited) used to justify thematic saturation comprised an editorial in Qualita-
tive Health Research (Morse, 1995) and an empirical study in Psychology and Health (Francis et al., 2010). Given neither 
of these references were from mainstream management journals, I asked: “Can you add management references not 
in the text?” ChatGPT responded extending the justification paragraph:

In management literature, Eisenhardt (1989) and Glaser and Strauss (1967) suggest that a sample size 
of 20–30 is appropriate for building theories from case study research and grounded theory, which 
are common approaches to analysing qualitative data in management research. Moreover, Hennink 
et al. (2017) argue that the determination of the sample size in qualitative research is not necessarily 
about the number of participants but rather about reaching data saturation, which occurs when no 
new information or themes are emerging from the data.

(ChatGPT, 2023)

On initial reading this extension appears to satisfy both critiques of rhetoric and objectivity. Saunders and 
Townsend (2016), in their consideration of what editors and reviewers have deemed acceptable, note that 30 partic-
ipants when analysing data for single groups such as an organisation are likely to be credible. However, in referring 
to theoretical sampling, this rhetoric contradicts the sampling techniques offered in response to an earlier question. 
Critiquing the rhetoric more closely reveals problems with the premises of the argument and the validity (truth) 
of the knowledge as reported. The generated text notes correctly that Eisenhardt's (1989) paper is about building 
theory from case studies. However, her discussion relates to the number of cases (not participants) required to 

 17488583, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12524, W

iley O
nline L

ibrary on [10/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



BUDHWAR et al. 35

reach closure, noting “while there is no ideal number of cases, a number between 4 and 10 cases usually works well” 
(Eisenhardt, 1989, p. 545). Similarly, whilst noting Glaser and Strauss' (1967) book is about grounded theory, the 
generated text does not report their actual advice: “the adequate theoretical sample is judged on the basis of how 
widely and diversely the analyst chose his groups for saturating categories according to the type of theory he wished 
to develop” (Glaser & Strauss, 1967, p. 63).

More broadly it is clear that other recent research that could be pertinent was not included in the generated 
text; for example, Mthuli et al. (2022) articulation of considerations in qualitative research sample size determination. 
Perhaps being somewhat narcissistic, I asked ChatGPT to address this by “adding in” a reference to my own research 
on sampling in organization and workplace research -Saunders and Townsend (2016). This it did inserting it after 
“Guest et al., 2006” in the ‘Justification…’ paragraph: However, the full reference provided was untrue: “Saunders, & 
Townsend. (2016).” Using grounded theory in qualitative research: Theoretical and practical issues. In The Sage hand-
book of qualitative research in psychology (pp. 27–43). Sage publications (ChatGPT, 2023). Whilst this handbook has 
been published (Willig & Rogers, 2017), the chapter on grounded theory has an alternate title and different co-authors.

5.1.3 | Discussion

ChatGPT appears initially to be good at sorting, reproducing and summarising information in a style convincing to a 
native English speaker. Yet, my consideration reveals this can be illusory and, crucially, LLM generated text needs to 
be approached with a critical mindset. Recognising this, I offer six recommendations for asking questions and evalu-
ating LLM generated text as part of this discussion.

Scepticism of conventional wisdom and taken-for-granted assumptions was absent in the ChatGPT text, although 
alternatives (such as different sample selection procedures) were offered. The text generated offered the dominant 
view, for example, sample size for interviews rather than recognising a plurality of viewpoints. This absence of both 
a critique of tradition and of authority may be due, at least in part, to my inexperience regarding prompting ChatGPT 
with questions which generate more relevant answers (Myklebust, 2023). Given this, my first and second recommen-
dations relate to questioning LLMs:

1.  Learn how to asks effective questions to answer your queries.
2.  Use questions actively to ask for alternate views.

Rhetoric of answers provided by ChatGPT on the surface, offered a semblance of a logical argument appearing 
plausible. Yet, on closer examination flaws were apparent in the logic of argument both within and between para-
graphs. Hence my third recommendation:

3.  Check the logic of the argument consistent both within and between paragraphs.

Confusingly, ChatGPT generated differing answers when asked the same question two or more times, poten-
tially suggesting deception. Misrepresenting research reported in both a cited book and article and providing an 
incorrect reference for another article highlighted issues with truth. While ChatGPT (2023) explicitly warns it “may 
occasionally generate incorrect information” and “it is important to verify information from multiple sources including 
academic journals” these, along with a lack of transparency regarding closed-access sources consulted, are concern-
ing. ChatGPT's (2023) apparent exclusion of recent research and stated “limited knowledge of the world and events 
after 2021” is another limitation. My fourth and fifth recommendations when using LLM generated text are therefore:

4.  Establish the trustworthiness of the information provided and their associated sources by confirming the actual 
academic sources wherever possible, noting that some sources may not actually exist.

5.  Recognise that the information provided is bounded in terms of dates and what can be accessed and use alter-
native valid and sources.
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In conclusion, LLMs as artificial intelligence tools cannot take responsibility for the content that is generated 
(Myklebust, 2023). Rather, accountability for work generated by LLMs such as ChatGPT should therefore remain 
with the authors (Nature, 2023). This has implications for reporting LLM generated text and its use, hence my final 
recommendation:

6.  Be transparent in the in acknowledging and explaining the use of the generated text, treating the generator as a 
tool rather than co-author.

5.2 | Using generative AI as a methodology assistant: Trust, but verify

Herman Aguinis 7 and Jose R. Beltran 9

We offer a critical evaluation of the extent to which generative AI, such as ChatGPT can serve the role of a meth-
odology assistant for research in human resource management (HRM) and other domains. Specifically, we address 
how ChatGPT can be a valuable tool in assisting researchers at each of the typical stages of an empirical research 
study: (1) theory and idea generation, (2) design and ethics, (3) measurement, (4) analysis, and (5) reporting of results. 
We conclude that there is potential in using generative AI as a useful methodology assistant; however, we also show 
that researchers can trust some of the advice of ChatGPT but must always verify its recommendations.

Next, we describe its capabilities as well as limitations and illustrate them by asking ChatGPT to provide advice 
about each of the stages of research based on the excellent study by Purcell and Hutchinson (2007), which is one 
of the most impactful Human Resource Management Journal articles published in the past few years (i.e., about 1500 
Google Scholar citations). Specifically, we used ChatGPT as a methodology assistant in conducting a study like 
Purcell and Hutchinson. As a preview and summary of our results, Table 1 includes the questions for which we asked 
ChatGPT's assistance and the recommendations we received.

5.2.1 | Generative AI as a methodology assistant: Capabilities

During the initial stage of theory and idea generation, ChatGPT can support researchers in several ways. This includes 
generating ideas based on research questions or topics of interest and proposing relevant theories and concepts that 
could be beneficial in addressing the research questions. In our case study based on Purcell and Hutchinson (2007), 
Table 1 shows that ChatGPT described several possible theoretical frameworks, such as the resource-based view, 
contingency perspective, and social exchange theory.

In the design and ethics stage, ChatGPT can also be helpful by guiding researchers in choosing suitable data 
collection approaches that comply with ethical standards. In our case study, ChatGPT suggested a cross-sectional 
survey design and identified specific constructs on which to collect data, as well as the different levels of analysis at 
which these constructs should be assessed. Regarding ethical issues, ChatGPT provided some broad principles (e.g., 
informed consent, anonymity, and confidentiality, data protection).

At the measurement stage, ChatGPT can assist with selecting specific instruments. In the context of our case 
study, ChatGPT recommended using several scales for measuring job commitment and leadership quality: Organiza-
tional Commitment Questionnaire, Affective Commitment Scale, and Multifactor Leadership Questionnaire.

Concerning the analysis stage, ChatGPT cannot yet conduct analyses (Burger et al., 2023). Still, it can support 
researchers by helping them choose appropriate statistical techniques or generate code to run specific analyses 
for software such as R, Python, SPSS, and SAS. Moreover, it can help regarding critical data-analytic decisions such 
as managing outliers and missing data and which control variables to include in the analysis. In our case study, 
ChatGPT's suggestion to use multiple regression analysis is consistent with the approach taken by Purcell and 
Hutchinson (2007).
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Questions ChatGPT responses

Stage 1: Theory and idea generation What theoretical perspectives 
should be considered when 
determining the ways front-line 
managers act as agents in the 
HRM-performance causal chain?

The question uses the resource-based 
view, contingency perspective, and 
social exchange theory to emphasize 
the importance of effective HRM 
practices in achieving organizational 
performance and competitive 
advantage. It also emphasizes the 
need to tailor HRM practices to 
suit the needs of the team and the 
organization and highlights the 
importance of front-line managers' 
interpersonal and communication 
skills in managing employees 
effectively.

Stage 2: Design and ethics Develop a research design to 
determine whether employee 
commitment towards their 
employer and job is influenced by 
the quality of leadership behaviour 
and by satisfaction with HRM 
practices

A cross-sectional survey research 
design could be used to test 
whether employee commitment 
towards their employer and their 
job is influenced by the quality of 
leadership behaviour and satisfaction 
with HR practices. The study can 
collect data from employees in 
different departments and levels 
of the organization through survey 
questionnaires. The questionnaires 
can include questions that measure 
employee commitment towards 
their employer and job, leadership 
behaviour quality, and satisfaction 
with HR practices.

T A B L E  1   Using Generative AI as a Methodology Assistant: Case Study on using ChatGPT for Examining 
the Role of Front-line Managers on the Link between HRM and Organizational Performance (cf. Purcell & 
Hutchinson, 2007).

(Continues)
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Questions ChatGPT responses

With the suggested research design, 
what steps should be taken 
to ensure it complies with all 
ethical standards to determine 
whether employee commitment 
towards their employer and job 
is influenced by the quality of 
leadership behaviour and by 
satisfaction with HRM practices?

1. Informed consent: Obtain informed 
consent from the participants before 
collecting any data. Participants 
must be provided with clear and 
understandable information about 
the purpose, procedures, and 
potential risks and benefits of the 
study, and they must be given the 
opportunity to ask questions and 
withdraw from the study at any time 
without penalty.

2. Anonymity and confidentiality: Ensure 
anonymity and confidentiality 
of the data by not collecting any 
identifiable information such as 
names, addresses, or other personal 
information. Participants will be 
informed that their responses will be 
kept confidential, and that the data 
will be used for research purposes 
only.

3. Protection of vulnerable populations: 
Ensure that vulnerable populations 
such as minors, individuals with 
disabilities, and individuals with 
limited literacy or language skills are 
protected by providing additional 
safeguards and informed consent 
procedures.

4. Data protection: Ensure that the 
data is protected from unauthorized 
access or disclosure by implementing 
appropriate data security measures 
such as encryption and password 
protection.

Stage 3: Measurement What measures should be used in 
the study based on the suggested 
research design?

To measure employee commitment, 
a validated scale such as the 
organizational commitment 
questionnaire (OCQ) or the affective 
commitment scale (ACS) could be 
used. These scales ask employees 
to rate their emotional attachment 
and loyalty to their organization. To 
measure the quality of leadership 
behaviour, a leadership behaviour 
questionnaire such as the multifactor 
leadership questionnaire (MLQ) could 
be used. This questionnaire measures 
leadership behaviour in terms of 
transformational, transactional, and 
laissez-faire leadership styles.

T A B L E  1   (Continued)
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Questions ChatGPT responses

Stage 4: Analysis Assuming the suggested research 
design and measures are used, 
what are possible ways to analyse 
the resulting data?

To analyse the data, multiple regression 
analysis could be used. The 
dependent variable would be 
employee commitment, while the 
independent variables would be 
quality of leadership behaviour 
and satisfaction with HR practices. 
Control variables such as employee 
demographics, job characteristics, 
and organizational factors would also 
be included in the analysis.

Stage 5: Reporting of results What best practices for reporting 
results of the previous analyses 
should be included regarding 
transparency?

1. Clearly state the research questions 
and hypotheses: This will help readers 
understand the purpose of the study 
and the specific relationships being 
examined. 2. Describe the sample: It 
is important to provide information 
about the sample size, demographics, 
and any other relevant characteristics 
that may affect the generalizability of 
the findings.

3. Report the measures used: This 
includes reporting the specific scales 
and items used to measure each 
construct, as well as information 
about their reliability and validity.

4. Present the results in a clear and 
understandable manner: This could 
include tables, charts, or graphs that 
summarize the findings in a way that 
is easy to interpret.

5. Report effect sizes: Reporting effect 
sizes, such as correlation coefficients 
or beta coefficients, can provide 
readers with information about 
the strength and direction of the 
relationships between the variables.

6. Report statistical significance: If 
statistical significance tests were 
conducted, it is important to report 
the p-values and the significance level 
used, so readers can understand the 
probability that the findings are due 
to chance.

7. Discuss the limitations of the study: It 
is important to discuss any limitations 
of the study that may affect the 
validity and generalizability of the 
findings.

T A B L E  1   (Continued)
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BUDHWAR et al.40

Finally, ChatGPT can suggest effective ways to communicate results during the reporting of results stage in 
accordance with established standards by supplying code for generating data visualizations and recognizing implica-
tions and limitations of the study. In our case study, ChatGPT provided a list of several useful suggestions consist-
ent with reporting in terms of transparency and replicability (e.g., describe the sample, report effect sizes) (Aguinis 
et al., 2018, 2020).

5.2.2 | Generative AI as a methodology assistant: Limitations

ChatGPT's critical limitation is its reliance on constrained training data resulting in “feast or famine” results: too many, 
too few, or too general. As of the writing of this article, ChatGPT relies on training data before 2022, includes limited 
access to academic articles, and is unable to collect new data. So, ChatGPT is beholden to the past and can only 
recommend doing things as they were before. If methods were used incorrectly, ChatGPT will nevertheless recom-
mend repeating what has been done already making it particularly vulnerable to methodological myths and urban 
legends (Lance, 2011).

Our case study illustrated several limitations of using ChatGPT as a methodology assistant, including too many 
suggestions, too few suggestions, and too general suggestions. First, for some questions, ChatGPT provided an 
abundance of responses (e.g., more than one measure for the same construct) that could lead to decision paralysis 
for junior researchers who may not know which response to choose or may be overwhelmed by the number of 
responses provided. Second, while ChatGPT has made significant advancements in natural language processing, it 
still has a limited contextual understanding of problems (Farndale et al., 2023) that could potentially limit the number 
of returned suggestions. For example, in the analysis stage, ChatGPT recommended multiple regression. However, 
multilevel modelling is more consistent with the measurement recommendation to collect data for constructs resid-
ing at different levels of analysis. Finally, regarding the suggestions about reporting, while ChatGPT's list of seven 
recommendations was comprehensive, they did not include enough specificity to apply to the particular context of 
our study fully. Similarly, suggestions about conducting ethical research were based on general and broad principles 
rather than specific and actionable recommendations, given our study's specific characteristics and context.

5.2.3 | Research directions and considerations of ethical research

Our critical analysis of the capabilities and limitations of using generative AI as a methodology assistant led to several 
future research directions. First, our case study did not address qualitative research in particular. Thus, research is 
needed to understand generative AI's capabilities to assist qualitative researchers with, for example, transparency 
and replicability challenges (Aguinis & Solarino, 2019). Second, our analysis is based on ChatGPT's capabilities as of 
the writing of our article. We anticipate that future improvements will require additional evaluations. Third, future 
research can examine generative AI's capabilities and limitations when providing specific recommendations for statis-
tical analysis for more specific contexts and situations. For example, to what extent does it offer useful and accurate 
suggestions on which specific assumptions are tenable and which specific models (e.g., fixed vs. random effects) 
should be implemented? Our case study is just the beginning of a research agenda aimed at understanding generative 
AI's capabilities and limitations as a methodology assistant.

Finally, using generative AI as a methodology assistant raises unique ethical considerations. First, publishers and 
journals are now reaching a consensus on how AI's writing assistance should be acknowledged in submitted manu-
scripts (Eddleston et al., 2023; Elsevier, 2023). However, can generative AI help researchers address possible ethical 
dilemmas and trade-offs? What choices would ChatGPT make when asked about solving ethical dilemmas? Would 
it embrace a value-based (i.e., deontological) or cost-benefit (i.e., utilitarian) philosophical approach to ethics? Can it 
anticipate possible research misconduct and help researchers prevent a future retraction? There is a need to address 
these and many other related questions.
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5.2.4 | Conclusions

We conducted a case study to critically evaluate the potential of generative AI as a methodology assistant. ChatGPT 
has useful capabilities: it can help researchers generate ideas; suggest theories; select research designs, measures, 
and data-analytic approaches; and provide general guidance on how to conduct ethical research and report results. 
However, ChatGPT also has limitations related to constrained training data, which result in generating too many, 
too few, or too vague recommendations, including repeating methodological errors of the past and offering recom-
mendations on research ethics that are too broad and not sufficiently actionable or specific. Thus, we conclude that 
generative AI can be used as a complementary tool but not as a replacement for researcher judgement. Using a 
phrase made famous by former U.S. President Ronald Reagan, when using generative AI as a methodology assistant, 
our recommendation is to trust, but verify.

6 | AI, ECONOMY, SOCIETY AND HRM: POSSIBILITY, UNCERTAINTY AND RISK

Pawan Budhwar 1, Soumyadeb Chowdhury 2, and Geoffrey Wood 3,4,5,6

The rapid advances in AI technologies have opened new possibilities for HRM practices and research. Generative 
AI has the potential to revolutionize the way organizations manage their workforce, from recruitment and selection to 
employee engagement and performance management. However, while the use of generative AI in HRM has the poten-
tial to increase efficiency, accuracy, and effectiveness, it also raises important ethical, moral, legal, and social implica-
tions that must be carefully examined. As with any new technology, the full consequences will only become apparent 
some time down the line. A further indeterminacy is around its present state of development; it remains unclear as to 
how much it exhibits is genuine and autonomous intelligence and how much is simply a mechanistic implementation 
of complex sets of algorithms. In this research agenda setting section, we outline a series of research themes importing 
common themes from the perspectives presented so far. The aim is to deepen our understanding of the opportunities 
and challenges of using generative AI in HRM. Specifically, we aim to explore the potential of generative AI for improv-
ing HRM practices, while also addressing issues related to bias, discrimination, privacy, and transparency.

6.1 | Theme 1: Work, skills and education

Generative AI applications have the potential to change the meaningfulness and nature of work, which may lead to 
direct job displacement within the HRM sector and may challenge human creativity. This is particularly so given that 
AI presently aims to solve problems through recourse to the knowledge it has access to; this may lead to the space 
for independent “blue sky” strategic thinking to be diminished. AI may also lead to a significant slimming down of the 
process side of the HR job, supplementing the earlier impact of HR software; the latter led to much basic HR admin-
istration being partially automated and partially delegated to line management. The existing literature (Daugherty 
et al., 2019; Wilson et al., 2017) suggests the new categories of jobs AI will create that will require employees to train 
AI systems (trainers), understand, interpret, communicate and assess the relevance of outputs (explainers), and manage 
regulations and policies governing AI systems (sustainers). This, of course, assumes that if genuinely intelligent, AI 
systems may wish to be trained. If their intelligence is overstated, this may require complex tinkering with algorithms 
that may require very specialist technical knowledge, but not necessary understanding, creating further issues.

In the City of London in the run-up to the 2008 financial crisis, a great deal of damage was caused by those 
capable of devising complex mathematical trading models, but who lacked a basic understanding of finance. It is quite 
probable the same risks could be generated by those engaged in building, training, or governing AI HRM systems; 
knowing about AI system design does not make for an understanding of HRM. Some tasks that were previously 
done by humans, such as data entry and analysis, may now be automated. This could free up time for employees 
to focus on more strategic and creative tasks, which could increase the meaningfulness of their work. However, it 
could also lead to a sense of disengagement or lack of purpose for employees who are now doing more routine tasks. 
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BUDHWAR et al.42

In practical terms, AI may relieve a great deal of the drudgery around, say payroll, and help drive more equitable 
reward systems; it may also add to the overall administrative burden by generating ever more petty decisions for 
approval. According to a recent report by Goldman Sachs, AI could replace the equivalent of 300 million full-time jobs 
(Vallance, 2023), creating ‘AI anxiety’ among workers about prospect of their role being superseded by technology 
(Cox, 2023; PWC., 2022). It might be anticipated that individuals with robust digital competencies, along with skills 
such as creativity and teamwork, which are more challenging for machines to mimic, will benefit from an AI revolu-
tion. It may also lead to the creation of more ‘bullshit jobs, that is ‘… a form of paid employment that is so completely 
pointless, unnecessary or pernicious that even the employee cannot justify its existence’ (Graeber, 2018, p. 9), in this 
instance carrying out basic bureaucratic work and petty decision making necessitated by all the new information of 
variable quality that might be generated through AI. Future research studies in this area could examine the anteced-
ents influencing generative AI adoption among employees and cross-functional teams within organisations. It is also 
important to understand the new categories of jobs and tasks within HRM, and how existing roles and responsibilities 
will be either displaced or become completely redundant, and how AI may in fact make new and potentially meaning-
less work through supplying a plethora of marginally useful information and points for action.

The use of generative AI in HRM may require new skills from HR professionals, as well as other employees. 
For example, employees may need to learn how to use new generative AI tools for training, development, and 
performance management. HR professionals may need to develop new skills related to data analysis, algorithmic 
decision-making, and ethical considerations. HRM programmes may need to incorporate new content related to the 
use of generative AI, including topics such as data analytics, algorithmic decision-making, and ethical considerations. 
HRM students may also need to develop skills related to using generative AI-based tools and systems and be aware of 
the potential limitations related to their use. One of the major issues of AI is that a lack of information often results in 
information being concocted. This may be due to inherent intelligence or simply because it is built into the algorithm. 
If the latter, inherent in the design of AI is the deliberate generation of wrong information; this raises the risks of 
decisions being made based on falsehoods.

6.2 | Theme 2: Business productivity

Past reports have shown that organisations face myriad challenges to integrate AI systems within their existing busi-
ness processes, which often do not lead to promised business gains (Deloitte, 2017; The Economist, 2020). We expect 
organisations to face similar issues with generative AI tools. While we are yet to solve the problems related AI integra-
tion, businesses are likely to be cautious on adopting GAI due to six reasons: (1) huge capital investment and uncertainty 
on returns; (2) data infrastructure and volume of training data required to power GAI applications; (3) human resource 
skills, capabilities and mindset needed to collaboratively work with GAI assistants; (4) reliability of generative AI recom-
mendations to redesign and reconfigure existing business practices; (5) potential security breaches; and (6) (perhaps 
most importantly) the unknown consequences that the usage of AI may hold. While untested claims have been made 
on the potential positive impact of generative AI tools on business productivity, we should learn from some of the 
recent developments in the emerging technology sphere. For example, blockchain was hugely overhyped; the platform 
TradeLens, provided by IBM and used by Maersk to optimise logistics processes involved in global trade, was discon-
tinued due to lack of adoption by supply chain partners (Maersk Press Release, 2022). Moreover, proof of work block-
chain is energy intensive – and inefficient – and has an enormous carbon footprint. Proof of stake blockchain is in turn, 
dependent on the crypto stakes being tendered being seen as  worth anything. Similarly, the hype created by metaverse 
was also short-lived as Meta, Disney, Snapchat and Microsoft closed their division and abandoned existing projects 
(Quiroz-Gutierrez, 2023). While generative AI applications have the potential to become a gamechanger in certain 
sectors such as digital marketing and communications, information management, and education, it is still unclear how 
this new family of AI can create productivity at both organisational and employee levels. Managers need to strategically 
orchestrate resources to turn generative AI capability into valuable and resilient business outcomes. However, limited 
knowledge and understanding on how to achieve productivity using generative AI warrants further investigation.
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BUDHWAR et al. 43

There is a difficult trade-off between on the one hand, adopting a major technological advance too late, and 
losing out to competitors, and, on the other hand, falling for hype and adopting a largely untried “solution” that 
may consume vastly more resources than its capacity to create value. Here it is worth noting that a body of opin-
ion holds that, to date, AI does not exhibit the characteristics of autonomous intelligence at all (Broussard, 2018; 
Schweizer, 2022). Why this matter is that we do not know what has been built into the design of AI systems. For 
example, a capacity to falsify or lie may simply be a mechanism designed to provide speedy solutions through 
shortcuts; this raises serious questions about the ethics of designers and whether obvious untrustworthiness in one 
area is bound to be followed by still greater untrustworthiness in others.

6.3 | Theme 3: Sustainable HRM and productivity

The existing research has reported that adoption of industry 4.0 (I4.0) technologies such as cloud computing, AI, 
internet-of-things, and additive manufacturing can influence circular economy business models within organisations 
to achieve sustainable business performance (Dey et al., 2023; Luthra et al., 2020). Irrespective of these develop-
ments, we are no-where close to achieving net zero goals, as businesses, especially small and medium-sized enter-
prises struggle to find synergies between digitalisation, purpose driven, socially responsible and environmentally 
friendly practices. Recent literature shows the significance of green HRM practices are critical to green knowledge 
creation within firms which will drive green operational performance (Wang et al., 2023). In this context, the role of 
green awareness, skills and expertise is critical to drive sustainability agenda within businesses. The role of genera-
tive AI to implement, promote and manage sustainable HRM is fuzzy and less discussed in the current literature. For 
instance, generative AI applications can provide personalised training to employees catered to their distinct roles 
and responsibilities and cross-functional teams, which may drive motivation and attention. Similarly, generative AI as 
conversational bots may provide gamified experiences to employees, which may increase green engagement. There-
fore, future studies should focus on how generative AI can increase sustainability awareness within organisations.

However, the unique features that make generative AI more powerful than its predecessors also consume more 
energy resources, which will lead to a heavier toll on the environment (Saul & Bass, 2023). Therefore, future studies 
should examine how to optimise the use of generative AI to achieve both resources and energy efficiency within 
HRM processes. Empirical studies should report frameworks and guidance for HRM managers that will help them 
to develop strategies for achieving digital sustainability through green training, empowerment, socialisation and 
involvement. These frameworks should identify resources, capabilities and knowledge required within organisations 
to implement generative AI systems conducive to the strategic goals of the organisations, adhering to the net zero 
policies and contributing to the welfare of the employees. Once more, there are risks; the causes of Internet outages 
are sometimes obscure, and a general Internet outage cannot be ruled out (Forscey et al., 2022). Given the lack of 
knowledge on how AI systems really work, the risks around systemic failure in the latter are much greater, in addition 
to obvious confidentiality and hacking concerns.

6.4 | Theme 4: Bias, ethical and moral judgements

Traditionally, output responses produced by complex AI algorithms are unexplainable, which makes the reliability 
and validity of these outputs untrustworthy (Chowdhury et al., 2022). These algorithms can also amplify bias in 
decision-making, which stems from the quality and nature of the data used to train it, algorithm design, and manage-
ment of the automated process (Kelan, 2023). Generative AI presents various reputational risks for organisations, 
such as opaque algorithms that are hard to understand or audit, unfair treatment or prejudices based on demograph-
ics or other factors, use of inappropriate language or content, unauthorized use of copyrighted material or copied 
text, creation of false or misleading information, and manipulation of images or videos (Dilmegani, 2023). It can 
potentially violate people's privacy by generating highly detailed images or texts that reveal personal information or 
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preferences. It can create content that is difficult to attribute to a specific author or source, making it hard to deter-
mine accountability or trace the origin of the information (Appel et al., 2023). While issues with transparency and 
bias remain unsolved, recently European Union lawmakers have proposed full disclosure of any copyrighted materials 
used by companies deploying generative AI (Reuters, 2023). The adoption of generative AI within business organisa-
tions will depend on ability to mitigate risks and threats, achieve cyber resilience and embedding privacy preserving 
mechanisms. Therefore, future research should explore how risk management and cyber security strategies can lead 
to digital ethics, which will promote digital responsibility. In this context we have a responsibility to deepen our 
understanding of how to promote positive outcomes of the ongoing digitalization powered by generative AI systems, 
while also protecting people from potential negative effects. This requires us to consider the notion of digital respon-
sibility and how it applies to our work in varying contexts.

Recently, creators of ChatGPT attempted to explain the underlying reasons for the outputs produced by a GPT2 
model using GPT4, which will help users to better understand the behaviour of the model (Griffin, 2023). However, 
the explanations were poor, which was attributed to AI unable to explain the complex behaviour of these models in a 
language that humans can understand. For instance, Facebook uses human content moderators, to remove inappro-
priate, disrespectful, or offencive posts because AI algorithms are unable to detect and remove content that does not 
match the community standards (Meta Help Center, 2023). Therefore, human actors will play and key role to review 
AI outputs and facilitate developing safety mechanisms that will drive ethical and responsible implementation and 
evolution of generative AI applications within businesses.

The explainability issues in future generative AI models such as ImageBind (Vincent, 2023), which combines 
multiple data streams such as text, audio, visual data, temperature, depth information and physical movement read-
ings to generate responses, may inhibit their adoption and commercial applications. While, this model will be made 
open source by Meta, there is also lack of consensus among the technology developers on open sourcing. On the 
one hand, advocates of open sourcing believe that it allows experts to scrutinize models that may help mitigate reli-
ability issues and evolve them for societal good, creators of GPT4 (Open AI) are wary of models being copied by rival 
competitors which will reduce competitive advantage, and being misused by bad actors.

Although we understand the risks and issues associated with generative AI models, HRM scholars can contrib-
ute to ‘interpretability research and open sourcing’ by understanding the role of different stakeholders within and 
between organisations in the business ecosystem that will help promote ethical use of such applications. In this vein, 
HRM research should develop actionable insights drawn from empirical evidence and case-studies on the best prac-
tices to train generative AI models, explain how decisions are made by humans when automated opaque algorithms 
are used to analyse data, embed robust mechanisms to increase safety and security of such systems, assess and 
mitigate the risks, and help the organisations achieve and maintain a desired level of quality.

6.5 | Theme 5: Research methods

The impact of generative AI tools on the way we develop, and conduct research has emerged as one of the most popular 
themes in the literature across disciplines. The ability of tools such as elicit to process, analyse and summarise research 
articles has fuelled heated debates about the future of academic research, especially future of review articles (AI Research 
Assistant, 2023). Moreover, acknowledging AI bots has authors in research articles (e.g., Agarwal et al., 2022) has put 
complex unanswered questions about research ethics and integrity (Dasborough, 2023). Generative AI tools can inte-
grate different literature to generate a very descriptive review based on the research papers uploaded by a researcher. 
However, we are yet to come across a unique contribution critically analysing strengths and weaknesses of multiple 
viewpoints, describing inherent meaning behind the viewpoints, and finally leading to novel theoretical developments 
done by generative AI. For instance, bibliometrics analysis has become a popular method to understand research trends 
by analysing bibliographic data obtained from research databases using software tools (Mukerjee et al., 2022). However, 
the analysis does not automatically and without expertise and knowledge of human researchers, lead to critical insights, 
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unearthing reason behind interesting phenomena and evolution of theoretical contributions and such is the case with 
generative AI. Irrespective of the preliminary guidelines and policies provided by the publishers on the use of AI tools in 
research (for e.g., Elsevier, 2023), the proliferation of such tools will increase and ought to become more sophisticated. 
Therefore, future studies should identify the advantage and limitations of such tools, and how they can be used respon-
sibly in academic research upholding the quality, contributions, impact and integrity of the work we publish.

Although AI systems are improving, a clear feature of present AI generated text is a certain blandness. It has few 
grammatical imperfections (although ChatGPT has clearly not read Fowler's Modern English Usage), but at the same 
time, it does not carry that whiff of life experience that infuses human writing styles. It certainly may be capable of 
summarizing a debate but does not yet seem capable of generating novel or counter-intuitive insights, or indeed of 
exercising moral judgements. In this vein, the meaning of ‘responsible HRM research’ should be debated and defined 
to evolve and adapt research methods and philosophies, in the age of machines becoming ghost writers.

A serious concern is AI's potential to generate fake quantitative or qualitative research results; understandably, 
there are likely to be much higher expectations for data transparency in the future, and indeed, greater documenta-
tion of the research process. AI detection software is rapidly advancing. This raises the question as to how journals 
might deploy this software in the future. In other words, what might be acceptable in helping automate the more 
mechanistic aspects of the research process, and when does falsification and crookery start? Again, this does hold a 
potentially career threatening risk for early academic adopters of AI. Any sharp practices that escape detection and 
enable publication now are likely to be exposed by more sophisticated AI detection software in the future; as with 
plagiarists, such individuals will be stalked by the risk of lustration for the remainder of their academic careers. More-
over, scholarly associations are currently devising guidelines around the usage of AI; such rules will inevitably lead to 
more restrictions than the present Wild West. Potential authors need to be very aware of this in the same manner as 
inhabitants of nineteenth century Tombstone, Arizona, might, with the wisdom of retrospect, have been well advised 
to take note of the prospective arrival in town of a group of lawmen (and, indeed, a certain dentist) more seriously.

It also does raise issues around academic careers; ambitious scholars typically advance their careers by constantly 
honing their critical thinking, analytical and writing skills. It could well be argued that such academic skills may become 
devalued. However, this does not take account of the worth of novel ideas that are founded in the human world, and 
indeed, the value of scholarly conversation. HRM is about people, and for all humanity's flaws, it is a general principle that 
members of a group have a better idea of their interests than outsiders, be the latter human or mechanical. There is also the 
Hawking principle to consider: ‘when more advanced life forms meet more primitive ones, it never ends well for the latter’.

7 | CONCLUDING REMARKS

As with any new technology, AI may have open ended effects on HRM, the study of the same, and indeed, economy 
and society at large. Although it has clear potential to be beneficial, its full consequences are unknown. Indeed, the 
jury is out if genuine AI exists at the present time at all; however, even sophisticated sets of data compilation and 
problem-solving algorithms may pose great opportunities and risks. At HRMJ, we are seeking to promote greater 
understanding and debate around AI and its effects on the study and practice of HRM; the different thematic pres-
entations in this HRMJ perspectives editorial do not provide a single set of definitive solutions or judgements, but 
rather a starting point on this journey of discovery.
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ENDNOTES
  1 With the exception of a paper in the proceedings of a conference by Schoder et al. (2019) we haven't found any reference 

to an Open Resource Based View in SHRM.
  2 European legislation on General Data Protection Regulation.
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