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Predictive bias (i.e., differential prediction) means that regression equations predicting performance differ
across groups based on protected status (e.g., ethnicity, sexual orientation, sexual identity, pregnancy,
disability, and religion). Thus, making prescreening, admissions, and selection decisions when predictive
bias exists violates principles of fairness based on equal treatment and opportunity. First, we conducted a
two-part study showing that different types of predictive bias exist. Specifically, we conducted a Monte
Carlo simulation showing that out-of-sample predictions provide a more precise understanding of the nature
of predictive bias—whether it is based on intercept and/or slope differences across groups. Then, we
conducted a college admissions study based on 29,734 Black and 304,372 White students, and 35,681
Latinx and 308,818 White students and provided evidence about the existence of both intercept- and slope-
based predictive bias. Third, we discuss the nature and different types of predictive bias and offer analytical
work to explain why each type exists, thereby providing insights into the causes of different types of
predictive bias. We also map the statistical causes of predictive bias onto the existing literature on likely
underlying psychological and contextual mechanisms. Overall, we hope our article will help reorient future
predictive bias research from whether it exists to the why of different types of predictive bias.

Keywords: fairness; diversity, equity, and inclusion; equal opportunity; test bias; affirmative action

As noted in the Standards for Educational and Psychological
Testing (American Educational Research Association [AERA]
et al., 2014),

The term predictive bias may be used when evidence is found that
differences exist in the patterns of associations between test scores and
other variables for different groups … one approach examines slope
and intercept differences between two targeted groups …while another
examines systematic deviations from a common regression line for any
number of groups of interest. (pp. 51–52)

Similarly, the Principles for the Validation and Use of Personnel
Selection Procedures (Society for Industrial and Organizational
Psychology, 2018) define predictive bias as “systematic under- or
overprediction of criterion performance for people belonging
to groups differentiated by characteristics not relevant to criterion
performance” (p. 49) and therefore “slope and/or intercept differ-
ences between subgroups indicate predictive bias” (p. 23). In other
words, no predictive bias exists if the regression equations predicting

criterion scores based on test scores are indistinguishable for the
groups in question. For example, lack of predictive bias means that
White and Black college applicants with the same SAT score are
predicted to have the same college grade point average (GPA).
On the other hand, predictive bias, also referred to as differential
prediction, means that these two applicants are not predicted to
have the same college GPA despite their identical SAT scores.
Accordingly, making prescreening, admissions, and selection
decisions in the presence of predictive bias violates fundamental
principles of fairness based on equal treatment and equal opportunity
(AERA et al., 2014; Camilli, 2013).

Organizational and societal interest in predictive bias and its
implications for college admissions, as well as human resource
selection and placement, is directly related to ongoing concerns
about diversity, equity, and inclusion (DEI), which are considered
part of the grand challenges of the 21st century (Eby, 2022; George
et al., 2016). Moreover, “historically, testing and assessment has
been linked to larger eugenics and white supremacy efforts that
have tried to prove, through science, that African Americans and
other non-whites are intellectually and culturally inferior” (Davis
& Martin, 2018, p. 48). So, industrial–organizational (I–O)
psychology research regarding predictive bias is far from a
mere academic exercise. On the contrary, it has important and
direct implications for college admissions policies and employ-
ment decisions that affect the lives of millions of people.
Moreover, the June 2023 U.S. Supreme Court case on Students
for Fair Admissions v. Harvard (2023) highlights the societal
importance of these issues. Consistent with the call to arms by
Rogelberg et al. (2022) that I–O psychology research should
reach the public, Miles and Fassinger (2021) noted that “public
psychology should … be conceptualized as outward-facing,
socially engaged, discipline-wide, and focused on enhancing
the public good via social justice aims such as equity, access,
inclusion, justice, and safety for all” (pp. 1232–1233).
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Predictive Bias Research to Date: Brief Review

Examining whether predictive bias exists has a long history
dating back to Cleary (1968), who investigated data from three
colleges, and Pfeifer and Sedlacek (1971), who analyzed data from
13 institutions. In most of these older studies, predictive bias has
been found to be small and in the form of intercept but not slope
differences such that tests overpredict performance for Black
students.
Aguinis et al. (2010) challenged the conclusion that test bias in

college admissions and preemployment testing is nonexistent and, if
it exists, it only occurs regarding intercept-based differences that
favor (i.e., overpredict the performance of) underrepresented group
members. This conclusion was reached based on a simulation study
of 15 billion 925 million individual samples of scores and more than
8 trillion 662 million individual scores. Specifically, Aguinis et al.
(2010) provided evidence that the historically accepted moderated
multiple regression procedure to assess test bias (i.e., Cleary, 1968)
is itself biased: Slope-based bias is likely to go undetected, and
intercept-based bias favoring underrepresented group members is
likely to be found when it may not exist.
Aguinis et al. (2010) results prompted follow-up work byMattern

and Patterson (2013), who used data on over 475,000 students
entering college between 2006 and 2008 to estimate slope and
intercept differences in the college admissions context. Due to being
employed by the College Board, Mattern and Patterson (2013) had
access to College Board data (rather than simulations as done by
Aguinis et al., 2010). Specifically, their study consisted of data for
first-time, first-year undergraduates entering college in 2006,
2007, and 2008. They included 654,696 students and 177 unique
institutions. Based on regression plots, they reported that college
grades were consistently overpredicted for Black students, as had
been reported in older studies.
Subsequently, Aguinis et al. (2016) introduced the concept of

differential prediction generalization, which is the extent to which
the type of predictive bias varies across samples and contexts.
Using Mattern and Patterson’s (2013) data, which are available
in their Appendices A–F (i.e., a 384-page PDF document available
at https://doi.org/10.1037/a0030610.supp), Aguinis et al. (2016)
empirically examined whether predicted first-year college GPA
based on high school GPA (HSGPA) and SAT scores depends on
a student’s ethnicity and whether this difference varied across
contexts (i.e., different colleges and universities). Specifically, they
compared 257,336 female and 220,433 male students across 339
samples, 29,734 Black and 304,372 White students across 247
samples, and 35,681 Hispanic and 308,818 White students across
264 samples collected from 176 colleges and universities between
the years 2006 and 2008. Results provided evidence for the lack of
differential prediction generalization because variability in predic-
tive bias across samples remained after accounting for methodo-
logical and statistical artifacts, including sample size, range
restriction, proportion of students across ethnicity-based groups,
subgroup mean differences on the predictors (i.e., HSGPA, SAT-
Critical Reading [SAT-CR], SAT-Mathematics [SAT-M], and SAT-
Writing [SAT-W]), and SDs for the predictors.
Providing additional supporting empirical evidence for Aguinis

et al. (2016) findings of the presence of predictive bias and lack
of differential predictive generalization, Berry et al. (2020) used

meta-analysis and computational modeling and concluded that
“cognitive ability tests can be expected to exhibit predictive bias
against Hispanic applicants much of the time. However, some
conditions did not exhibit underprediction” (p. 517). More
specifically, their meta-analysis (i.e., Study 1) was based on 305
samples with Hispanic and White sample sizes of 9,917 and 74,428,
respectively. Their computational modeling study included three
steps: (a) correcting the Study 1 meta-analytic standardized mean
difference (i.e., d value) between the subgroups on job performance
(i.e., dY) for indirect range restriction, (b) using those corrected dY
values to calculate intercept differences, and (c) testing Step 2 results
for sensitivity to slope differences.

Subsequently, Sackett, Zhang, and Berry (2023) relied on 119
General Aptitude Test Battery validation studies for which they
were able to obtain information not only on dY but also on dX (i.e.,
standardized mean difference for the predictor) and the validity
coefficient rXY. They challenged Berry et al.’s (2020) under-
prediction results by concluding that “tests overpredict Hispanic
performance … depending on assumptions made about artifact
corrections” (p. 341). Specifically, Sackett, Zhang, and Berry
(2023) did not apply any range restriction correction to their
observed dX value of .76 (which also differed from Berry et al.’s
value of .83). They justified their choice by arguing that about 83%
of the studies were concurrent, and “The lack of evidence of
restriction in dX fits this notion of little to no range restriction in this
set of concurrent validity studies” (Sackett, Zhang, & Berry, 2023,
p. 343). Subsequently, challenging Sackett et al.’s position that
there is no need to implement a range restriction correction in
concurrent validity studies, Oh et al. (2023) provided evidence that
“unless all employees in all concurrent validation studies were
hired randomly or the correlations among all selection procedures
used are zero, it is hard to accept that [range restriction] has not
occurred for any of the selection procedures” (p. 1308). Sackett,
Berry, et al. (2023) responded that their

Focus was on making range restriction corrections when conducting
meta-analyses, where it is common for primary studies to be silent as to
the prior basis for selection of the employees later participating in the
concurrent validation study … As such, the applicant pool information
needed for correction is typically not available. (p. 1311)

In another recent exchange, Dahlke and Sackett (2022) further
challenged Aguinis et al. (2016) and Berry et al. (2020) conclusions
about predictive bias and lack of differential prediction generaliza-
tion. Instead, they supported the conclusion that predictive bias is
small and consists of overprediction for underrepresented test takers.
This conclusion was reached using a newly proposed predictive
bias index called δmod. Dahlke and Sackett (2022) explicitly
acknowledged that δmod is “ideally suited for use as an effect-size
complement to the traditional significance tests performed in the
Cleary framework” (p. 1997, emphasis added). However, despite
this acknowledgment they explained that they applied “δmod to
composites to revisit Aguinis et al. (2016) controversial finding that
underprediction of racial/ethnic group performance is common”
(p. 2009). They explained that “in all our analyses, we make use
of recently developed standardized effect sizes for differential
prediction” (Dahlke & Sackett, 2022, p. 1997). So, they did not use
this index as just a “complement” but as a yardstick to assess the
possible presence of predictive bias.
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The Present Study

Our article aims to provide new insights into the different types
of predictive bias and explain the statistical causes and likely
underlying psychological and contextual mechanisms that lead to
each type. Our preceding brief literature review reveals a back-and-
forth dialogue as researchers’ focus and debates have been mostly
centered on which statistic is better and whose conclusion about the
presence or absence of predictive bias is more legitimate. There are
good reasons for this dialogue, and good insights have emerged.
However, much less attention has been devoted to the possible
reasons for predictive bias. For example, in their study examining
predictive bias against Latinx test takers, Berry et al. (2020) noted
that “Given this evidence of predictive bias against Hispanic
American job applicants, a natural question is what is causing this
bias?” (p. 535). However, they did not provide an answer to their
question. Instead, highlighting an obvious knowledge gap, they
noted, “The main contribution of this study is not explaining what
causes the predictive bias, but rather providing evidence that it
exists” (Berry et al., 2020, p. 535). More recently, Landers et al.
(2022) examined possible predictive bias when using game-based
assessments (GBA). However, their goal was similarly to assess
whether predictive bias exists, rather than why, by answering the
following question: “Is differential prediction of GPAwith a g-GBA
similar to that of traditionally-measured g for race and gender within
the academic sample?” (p. 1661).
The remainder of our article is structured as follows. First, we

conducted a two-part study: a simulation and a college admissions
study. In the simulation, we show the value of using out-of-sample
predictions to understand not just whether predictive bias exists
but, more importantly in advancing theory, the precise nature of
predictive bias. In the college admissions study, we compared
(a) 29,734 Black versus 34,372 White students and (b) 35,681
Latinx versus 308,818 White students and provide evidence
about the existence of predictive bias based on intercepts and
slopes. Second, we describe the different types of predictive bias
by offering analytical work to explain why each type might
exist. Specifically, we describe slope-based predictive bias and
intercept-based predictive bias and the statistical causes for each
type. Importantly regarding theory development, we also map the
two types of predictive bias and their statistical causes onto existing
research on likely underlying psychological and contextual reasons
for the existence of each. Finally, we offer implications for theory,
future research, and practice. Overall, we hope our article will help
reorient future predictive bias research from whether it exists to the
why of different types of predictive bias.

Two-Part Study: On the Nature of Predictive Bias

Simulation Study

The classic moderatedmultiple regressionmodel for assessing the
possible presence of predictive bias is as follows (Cleary, 1968):

Y = β0 + β1X + β2M + β3XM + e, (1)

whereM represents a binary moderator such thatM= 1 for members
of the focal group andM = 0 for individuals in the reference group.
We investigated the fit of different models suggesting different types
of predictive bias by evaluating the accuracy of out-of-sample

predictions (cf. Mendoza et al., 2004). Specifically, consider the
following models:

Model 1 ðM1Þ∶Y = b0 + b1Xi + e, (2)

Model 2 ðM2Þ∶Y = b0 + b1Xi + b2Mi + e, (3)

Model 3 ðM3Þ∶Y = b0 + b1Xi + b2Mi + b3XiMi + e: (4)

The models differ in which predictor variables are included in
Equation 1 (i.e., regression equation used to assess the possible
presence of predictive bias). Each model refers to a different
situation regarding the nature of predictive bias—different types. In
M1, there is no predictive bias because the intercept and slope
relating X to Y are the same for both groups. In M2, the groups differ
in intercepts as indicated by the coefficient for the M dummy
variable by the amount b2. Finally, in M3, both M and XM are
included in the model, and predictive bias is due to both group
differences in intercepts and slopes. In this model, the coefficients
for X and M in the presence of interactions are still meaningful and
interpretable because they are defined as the average effect of one
variable across the range of the other variables (Aguinis, 2004;
Aiken & West, 1991; Cohen et al., 2003; Jaccard et al., 1990).1

Simulation Design

We generated testing data sets from the population and used the
estimated coefficients from the training data sets for each of the three
models to create predictions about the presence of different types of
predictive bias. We then evaluated prediction accuracy (i.e., correct
identification of a particular type of predictive bias) using cross-
validation, given that it provides a procedure for identifying the best-
fitting model without overfitting (Raju et al., 1999; Schmitt &
Ployhart, 1999; Shao, 1993).

A standard approach for quantifying model fit is to compute the
cross-validated −2 log-likelihood (−2LL). The −2LL for the normal
error multiple regression model is−2LL= n(ln(2π)+ ln(RSS/n)+ 1)
where π is the well-known constant, RSS =

P
n
i=1 ðYi − Ŷ iÞ2 is

the residual sums of squares, and Ŷ i is the predicted value for
observation i. The cross-validated −2LL is computed by using
parameter estimates from a training data set to calculate RSS with
the test data set. We computed the cross-validated −2LL for M1,
M2, and M3.

In addition to computing the cross-validated −2LL, we also
computed the Akaike information criterion (AIC; Akaike, 1974).
We included AIC because there is theoretical evidence that it
asymptotically equals the leave-one-out, cross-validated −2LL for
linear models (Stone, 1977). The AIC provides an estimate for the
cross-validated −2LL, so it is a useful criterion for determining the
best prediction model. Furthermore, besides the connection between
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1 Aiken and West (1991) wrote that “these effects should not be
disregarded simply because they are not constant effects” (p. 39). Jaccard et
al. (1990) noted that “some researchers find it meaningful on occasion to
interpret main effects in the presence of statistical interaction if the main
effect is viewed in terms of an average effect” (p. 34). Similarly, Cohen et al.
(2003) wrote that “they represent the average effect of a predictor across the
range of the [other] predictor” (p. 282). Also, Aguinis (2004), in a moderated
multiple regression text devoted exclusively to categorical moderators (as is
the case in predictive bias analysis), noted that “The presence of the
interaction implies that this average [lower-order effect] was computed from
heterogenous values” (pp. 35–36).
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the AIC and cross-validation (cf. Hickman et al., 2022), the AIC is
computationally easy to obtain with just the training data set. The
AIC is defined as −2LL + 2k, where k denotes the number of model
parameters. For instance, k = 3 for M1 (i.e., the model Ŷ i = b0 +
b1Xi includes two regression coefficients and a residual variance)
and k = 4 and 5 for M2 (i.e., Ŷ i = b0 + b1Xi + b2Mi) and M3 (i.e.,
Ŷ i = b0 + b1Xi + b2Mi + b3XiMi), respectively.

Results and Discussion

Results in Table 1 show that assessing out-of-sample predictions
using the cross-validated −2LL and AIC correctly captures the best-
fitting model in providing accurate information about whether
predictive bias exists and which specific type of predictive bias
exists. Specifically, Table 1 reports the values of the cross-validated
−2LL and AIC divided by the sample size and shows that the model
with the smallest AIC is generally the model with the smallest cross-
validated −2LL. Consequently, results in Table 1 provide evidence
that the AIC can be used to determine which model provides the best
fit—meaning which specific type of predictive bias is present. For
instance, Case 3 corresponds with the scenario where most group
differences in predictions are due to intercept differences. For Case
3, both the cross-validated −2LL and AIC correctly identified M2
(i.e., the model with X andM) as the best-fitting model for n= 1,000,
which is interpreted as intercept differences being the type of
predictive bias. In sum, results are informative not just regarding
whether predictive bias exists but, importantly from a conceptual
standpoint, regarding the precise type of predictive bias.

College Admissions Study

This study aimed to better understand the presence of different
types of predictive bias in the illustrative case of racioethnic

comparisons in college admissions decisions. Our assessment of the
nature of predictive bias is based on an analysis of out-of-sample
predictions described earlier.

Data Set and Measures

We used the College Board data set Mattern and Patterson
(2013) made available. The data set includes four predictors:
HSGPA, SAT-CR, SAT-M, and SAT-W. In addition, the data
set includes a categorical variable for Black versus White, and
Latinx versus White comparisons, as well as interactions between
the continuous predictors and categorical variable. Implementing
the same procedure as Dahlke and Sackett (2022), we used an
equal-weight composite including HSGPA, SAT-CR, SAT-M,
and SAT-W.

Black–White (BW) comparisons are based on 29,734 Black and
304,372 White students across 247 samples, and Latinx–White
(LW) comparisons are based on 35,681 Latinx and 308,818
White students across 264 samples. We use the term samples to
mean institution cohorts given that the College Board data set
includes information for 176 distinct institutions (i.e., colleges
and universities) and includes between one to three cohorts per
institution for 2006, 2007, and 2008.

Results and Discussion

The AIC model comparison results for BW and LW are plotted
in Figure 1’s top and bottom panels. This figure plots the difference
in AIC between M2 and M1 (i.e., AICM2 − AICM1) on the x-axis
versus the difference in AIC for M3 and M1 on the y-axis
(i.e., AICM3 − AICM1) for all institution cohorts. Note that the
differences AICM2 − AICM1 and AICM3 − AICM1 provide an
indication of the relative fit of M2 (i.e., intercept-based predictive
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Table 1
Results of Monte Carlo Simulation Assessing the Accuracy of Out-of-Sample Predictions With Cross-Validated−2
Log-Likelihood (−2LL) and Akaike Information Criterion (AIC) to Understand the Nature of Predictive Bias

Case n β2 β3

Cross-validated −2LL/n AIC/n

M1 M2 M3 M1 M2 M3

1 1,000 −0.250 −0.069 2.845 2.842 2.843 2.841 2.839 2.839
5,000 −0.250 −0.069 2.842 2.839 2.838 2.843 2.839 2.839

2 1,000 −0.222 −0.031 2.841 2.839 2.840 2.845 2.843 2.844
5,000 −0.222 −0.031 2.841 2.838 2.838 2.842 2.839 2.839

3 1,000 −0.194 0.008 2.842 2.840 2.841 2.845 2.843 2.844
5,000 −0.194 0.008 2.842 2.839 2.839 2.842 2.838 2.839

4 1,000 −0.167 0.046 2.841 2.839 2.840 2.840 2.838 2.839
5,000 −0.167 0.046 2.842 2.839 2.839 2.841 2.838 2.838

5 1,000 −0.139 0.085 2.842 2.840 2.840 2.845 2.843 2.843
5,000 −0.139 0.085 2.843 2.840 2.840 2.842 2.839 2.839

6 1,000 −0.111 0.123 2.841 2.839 2.838 2.846 2.843 2.843
5,000 −0.111 0.123 2.843 2.840 2.839 2.843 2.840 2.839

7 1,000 −0.083 0.162 2.842 2.840 2.839 2.845 2.843 2.842
5,000 −0.083 0.162 2.843 2.840 2.838 2.844 2.841 2.839

8 1,000 −0.056 0.201 2.846 2.844 2.842 2.846 2.844 2.841
5,000 −0.056 0.201 2.844 2.842 2.838 2.845 2.842 2.839

9 1,000 −0.028 0.239 2.847 2.846 2.842 2.847 2.846 2.842
5,000 −0.028 0.239 2.845 2.843 2.838 2.847 2.844 2.840

10 1,000 0.000 0.278 2.848 2.846 2.840 2.850 2.849 2.843
5,000 0.000 0.278 2.848 2.845 2.839 2.848 2.845 2.839

Note. For all cases, β0 = 0, β1 = 0.5, σ0 = 1, Δμ = −0.8, and p = 0.1 for 1,000 replications. n = sample size. In M1, there
is no predictive bias because the intercept and slope relating X to Y are the same for both groups. In M2, predictive bias is
due to intercepts only. In M3, predictive bias is due to group differences in both intercepts and slopes. Bold values denote
the smallest −2LL and AIC values (i.e., better fit). M = model.
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bias) to M1 (i.e., no predictive bias) and M3 (i.e., intercept-based
and slope-based predictive bias) to M1 and negative (positive)
values provide evidence against (in favor of) M1. Consequently,
the two panels in Figure 1 provide detailed visualizations regarding
the nature of prediction bias across institution cohorts in the
College Board data set based on inferential fit indexes (rather than
merely descriptive statistics). For instance, Figure 1’s top panel
shows that bothM2 andM3 have a better fit thanM1 (i.e., AICM2−
AICM1 < 0 and AICM3 − AICM1 < 0) across all institution cohorts
for the BW comparison. In other words, the model that includes
both slope- and intercept-based predictive bias outperforms the
model with no predictive bias.
The panels in Figure 1 also provide information about the relative

fit ofM2 versusM3.We included a diagonal, 45-degree line in Figure
1 to indicate where M2 andM3 showed similar improvement relative
to M1 (i.e., the point where AICM2 − AICM1 = AICM3 − AICM1).

Accordingly, points plotted below the reference line correspond with
institutions where M3 (i.e., predictive bias based on both slopes and
intercepts) outperforms M2 (i.e., predictive bias based on intercepts
only). Figure 1’s top panel shows that M3 is the best-fitting model
for the BW comparison in every institution cohort. Results in
Figure 1’s bottom panel show a similar pattern for the LW
comparison. Specifically, M2 and M3 improve fit relative to M1 (i.e.,
no predictive bias), but M3 best fits the BW and LW comparisons.

Overall, results indicate that AIC for M3 was the smallest (i.e.,
best fit) for all 247 BW and 264 LW institution cohorts. This
provides evidence that a model with slope- and intercept-based
predictive bias resulted in the best fit. Furthermore, the AIC for M1
was the largest for all comparisons, which suggests limited evidence
for the absence of predictive bias. Next, we describe the likely
reasons for the two types of predictive bias.

Predictive Bias: Understanding Statistical Causes
and Likely Underlying Psychological and

Contextual Mechanisms

Statistical Causes

In this section, we unpack statistical causes for various types of
predictive bias. This material is necessarily technical. The following
section links the statistical causes with substantive psychological
and contextual mechanisms.

We begin by revisiting the classical test theory model for the
predictor variable (i.e., test scores). More specifically, we consider
the case where the observed test score (or composite) is the sum of
the true achievement score (i.e., true scores [T]) and measurement
error (i.e., E),

X = T + E: (5)

The typical assumption is that T and E are independent, indicating
no systematic relationship between true scores and errors. Therefore,
the observed variance for X is the sum of variances for the true
scores and errors, σ2X = σ2 + σ2E . Furthermore, the observed mean is
μX = μ + μE, and it is generally assumed that the mean of the errors
is zero (i.e., μE = 0), so that over repeated measurements μX = μ.

The prediction model assumes that the criterion (i.e., Y) relates to
true scores. We consider a general setting involving the following
simple regression model,

Y = β0 + β1T + e, (6)

where β0 and β1 are regression coefficients and e is a prediction error
with variance σ2e . A few additional details about the model in
Equation 6 should be stated. First, we expect that true scores T
positively relate to the criterion (i.e., β1 > 0), although in some
contexts a predictor (e.g., dark triad of personality) may be
negatively related to the criterion without loss of generality. Second,
T and e are not necessarily independent. True scores are more likely
to relate to prediction errors because of the well-known omitted
variable problem (Sackett et al., 2003). More specifically, e in
Equation 6 includes all other variables that affect the criterion other
than the true scores. For instance, in the context of racioethnic
comparisons in college admissions testing, where T represents the
true score for academic readiness and Y is college grades, e would
include variables such as the opportunity to learn, first-generation
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Figure 1
College Admissions Study Results: Relative Frequency of Different
Types of Predictive Bias for Black Versus White (Top Panel) and
Latinx Versus White (Bottom Panel) Comparison

Note. M1 includes the compositeC (i.e., no predictive bias per Equation 2),
M2 includes C and the grouping variable M (i.e., intercept-based predictive
bias per Equation 3), andM3 includesC,M, and the interaction termCM (i.e.,
intercept-based and slope-based predictive bias based on Equation 4). AIC =
Akaike information criterion. The diagonal reference line indicates where
AICM2 −AICM1 =AICM3 −AICM1. Every point is below the reference line,
suggesting that M3 provides the best fit. M = model.
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college status, levels of academic advising received, and college
course rigor.We should therefore expect true scores to relate to other
variables that also affect Y. In general, we let the covariance between
T and e be denoted by σTe.
In high-stakes testing situations, T is unobserved, so criterion

predictions are based upon the observed scores, X, using a model
such as

Y = b0 + b1X + ε: (7)

The parameters in Equation 7 are estimated using least-squares
regression, and results are often interpreted as proxies for the
coefficients in Equation 6. Recall that the usual least-squares
estimators for Equation 7 are:

b̂1 =
σ̂XY
σ̂2X

, (8)

b̂0 = Ȳ − b̂1X̄, (9)

where X̄ and Ȳ are the predictor and criterion means, σ̂2X is
the sample estimate of σ2X , and σ̂XY is the sample estimate of the
covariance between X and Y.
We can define the least-squares estimators as functions of the

true score parameters in Equation 6. For instance, the population
covariance between the criterion and observed scores is

σXY = β1σ2 + σTe, (10)

because T and e possibly covary, but the measurement errors E and
prediction errors e are assumed to be independent. Recall that
σ2 = σ2Xrxx where rxx = σ2=σ2X is the reliability estimate (i.e., the
share of true score variance in X), so σXY = β1σ2Xrxx + σTe. The
least-squares estimates are functions of sample means (i.e., X̄, Ȳ , σ̂2X ,
and σ̂XY ). It is well known that sample means are likely to be close to
the corresponding population means as the sample size increases,
and it is customary to denote convergence in probability as:

X̄→
P
μX

Ȳ→
P
μY

σ̂XY
σ̂2X

→
P σXY

σ2X
: (11)

Note that the model for X in Equation 5 implies that μX = μ.
Therefore, the least-squares estimator for a given group converges in
probability such that b̂0 and b̂1 are likely close to b0 and b1, which
are the population parameters defined as:

b1 = β1rxx +
σTe
σ2X

b0 = μY − b1μ: (12)

The relation between X and Y (i.e., b1) is a function of the true
score–criterion relationship β1, the observed score reliability rxx, the
covariance ratio between T and e, and the observed score variance.
Note that the ratio σTe=σ2X corresponds with the share of the
relationship between X and Y attributed to the association between
true scores and omitted variables. We, therefore, refer to that
share as ν = σTe=σ2X . Equation 12 shows that larger values of β1

produce larger b1, reliability tends to attenuate the relationship, and
associations between true scores and omitted variables can have a
positive or negative impact on b1 depending upon the sign of ν.
Furthermore, the intercept in Equation 12 is a function of the
criterion mean μY, the population slope b1, and the true score mean μ.
In the case where X and Y are positively related, the intercept equals
larger values with increases in μY. Note that Equation 6 implies that
μY = β0 + β1μ, so we can express b0 as:

b0 = β0 + ðβ1 − b1Þμ: (13)

Consequently, the role of μ on the value of b0 depends upon the
sign and magnitude of the differences between β1 and b1.

In predictive bias research, we are specifically interested in
understanding the extent to which the prediction equations are
invariant across groups. We, therefore, add group indices to the
parameters above to distinguish between groups. The values for
group g = 0, 1 are:

b1g = β1grxx,g + νg
b0g = β0g + ðβ1g − b1gÞμg: (14)

We let group differences in intercepts between the focal and
reference group be Δb0 = b01 − b00 and group slope differences be
Δb1 = b11 − b10. Consequently, the group differences in slopes and
intercepts are:

Δb1 = ðβ11rxx,1 − β10rxx,0Þ + Δν

Δb0 = Δβ0 + ðβ11 − b11Þμ1 − ðβ10 − b10Þμ0, (15)

where Δν = ν1 − ν0 and Δβ0 = β01 − β00 are the differences in
omitted variable effects and latent prediction intercepts. Note that
Equation 14 implies that β1g − b1g = β1g(1 – rxx,g) − νg, so we can
update the expression for Δb0 in Equation 15 to:

Δb0 = Δβ0 + ðβ11ð1 − rxx,1Þ
− ν1Þμ1 − ðβ10ð1 − rxx,0Þ − ν0Þμ0: (16)

We next discuss the values of the model parameters related to
slope- and intercept-based predictive bias. As a preview, the left
columns in Tables 2 and 3 include a summary of statistical causes for
slope-based predictive bias and intercept-based predictive bias,
respectively.

Statistical Factors Causing Slope-Based Predictive Bias

Equation 15 shows that slope-based predictive bias is due to
group differences in latent true score–criterion slopes (i.e.,Δβ1= β11
− β10), predictor reliability estimates (i.e., Δrxx = rxx,1 − rxx,0), and
omitted variable effects (i.e.,Δν). Note that the interpretation ofΔb1
> 0 (i.e., underprediction of the focal group) is symmetric with
Δb1 < 0 (i.e., overprediction of the focal group), and opposite
interpretations are made by simply reversing the definition of focal
and reference groups.

Consider the situation when the focal group has a smaller
observed slope so that Δb1 < 0, which, when holding intercept
differences constant, has the effect of creating overprediction for
focal group members for some range of values for X. Focal group
slopes are smaller whenever (β11rxx,1 − β10rxx,0) + Δν < 0.
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Accordingly, the observed slopes for the focal group are smaller
than the reference group whenever the values of Δβ1, Δrxx, and Δν
combine so thatΔb1< 0. For instance, holdingΔβ1 andΔν constant,
we see that Δrxx < 0 causes smaller slopes for the focal group.
Dahlke and Sackett (2022) reported that Δrxx < 0 when

comparing the reliability coefficients of Black and White students.
Furthermore, group differences in the relationship between the
criterion and true scores impact the observed scores. Holding Δrxx
and Δν constant implies that Δβ1 < 0 also translates into smaller
observed slopes for the focal group.
Finally, the role of omitted variables also shapes the extent to

which Δb1 < 0. Specifically, recall that the differential omitted
variable effects variable Δν is

Δν =
σTe,1
σ2X,1

−
σTe,0
σ2X,0

: (17)

Equation 17 shows that two variables affect Δν: (a) the group
covariance between true scores and prediction errors (i.e., σTe,g) and
(b) the group predictor variances (i.e., σ2X,g). If the group covariances
between true scores and prediction errors are equal (i.e., σTe,1 =
σTe,0; i.e., the omitted variables play a similar role across groups),
then Δν < 0 whenever the focal group has a larger observed
predictor variance (i.e., σ2X,1 > σ2X,0). If the predictor variances are
equal, then Δν < 0 if σTe,1 < σTe,0. It is also possible to find that
Δν < 0 for more complicated patterns of values for one group’s
true score–prediction error covariances and predictor variances.
For instance, perhaps the focal group is more heterogeneous so that
σ2X,1 < σ2X,0. In this case, it is possible for Δν < 0 if σTe,1 is smaller
than σTe,0.

Statistical Factors Causing Intercept-Based
Predictive Bias

Factors causing Δb0 > 0 (i.e., underprediction of the focal group)
have symmetrical effects compared to those resulting in Δb0 < 0
(i.e., overprediction of the focal group) if we reverse the definition of

focal and reference groups. Considering the case when the focal
group has a smaller intercept withΔb0 < 0, the focal group intercept
is smaller than the reference group whenever

Δβ0 + ðβ11ð1 − rxx,1Þ − ν1Þμ1 − ðβ10ð1 − rxx,0Þ − ν0Þμ0 < 0. (18)

After holding other factors constant, we can see that Δβ0 < 0 and
Δμ < 0 produce focal group overprediction whenΔb0 < 0. Equation
18 shows several ways for the underlying parameters to combine to
produce smaller focal group intercepts because Δβ0, Δβ1, Δrxx, and
Δν affect Δb0. Moreover, the criterion mean for a given group g
is μYg = β0g + β1gμg. Accordingly, Equation 18 also shows that
group differences in β0g, β1g, or μg also result in intercept-based
predictive bias.

Likely Underlying Psychological and
Contextual Mechanisms

In summary, statistical factors that cause slope-based predictive
bias are Δβ1 ≠ 0, Δrxx ≠ 0, and Δν ≠ 0. Factors that cause intercept-
based bias are Δβ0 ≠ 0, Δμ ≠ 0, and ΔμY ≠ 0 (which is a direct
function of Δμ0 and ΔμÞ, in addition to factors that result in slope-
based predictive bias as well (i.e., Δβ1 ≠ 0, Δrxx ≠ 0, and Δν ≠ 0).
In this section, we link statistical causes to likely underlying
psychological and contextual mechanisms based on existing
research, as summarized in Table 2 (slope-based predictive bias)
and Table 3 (intercept-based predictive bias).

Lack of Common Cultural Frame of Reference
and Identity Across Groups

Members of different groups based on racioethnic and other
demographic classifications do not share a common cultural frame
of reference and identity (Ogbu, 1993). Specifically, members of
underrepresented groups often interpret discrimination against them
as permanent and institutionalized, which drives their attitudes and
behaviors. For example, cultural frames of reference affect how tests
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Table 2
Summary of Statistical Causes and Likely Underlying Psychological and Contextual Mechanisms for Slope-Based Predictive Bias and
Lack of Differential Prediction Generalization (i.e., Different Types of Predictive Bias Across Contexts)

Statistical causes Likely psychological and contextual mechanisms

• Differences in latent true score–criterion slopes
(i.e., Δβ1 = β11 − β10), predictor reliability estimates (i.e., Δrxx =
rxx,1 – rxx,0), and omitted variable effects (i.e., Δν; see Equation 15).

• Focal group slopes are smaller whenever (β11rxx,1 − β10rxx,0) +
Δν < 0. Accordingly, the observed slopes for the focal group are
smaller than the reference group whenever the values of Δβ1,
Δrxx, and Δν combine so that Δb1 < 0.

• HoldingΔrxx and Δν constant implies that Δβ1 < 0, which results in
smaller observed slopes for the focal group.

• Two variables affect Δν: (a) the group covariance between true
scores and prediction errors (i.e., σTe,g) and (b) the group predictor
variances (i.e., σ2X,g). It is also possible to find that Δν < 0 for more
complicated patterns of values for one group’s true score–prediction
error covariances and predictor variances. For instance, perhaps the
focal group is more heterogeneous so that σ2X,1 < σ2X,0. In this case,
it is possible for Δν < 0 if σTe,1 is even smaller than σTe,0
(see Equation 17).

• Lack of common cultural frame of reference and identity across
groups introduces measurement error, and therefore Δrxx ≠ 0,
leading to different degrees of slope-based predictive bias across
contexts.

• Differential recruiting, mentoring, and retention interventions
across groups: DEI efforts result in different values for omitted
variables across groups (i.e., Δν ≠ 0) resulting in different levels of
slope-based predictive bias across contexts.

• Differential course difficulty across groups results in ΔμY ≠ 0,
Δβ1 ≠ 0, and Δν ≠ 0, leading to different levels of slope-based
predictive bias across contexts.

• Additional mechanisms include differences across groups regarding
course selection, dropout rates, perceived interest, admissions
procedures and criteria, environmental opportunities, threats,
stressors, and daily experiences of members of different racioethnic
groups. These and other idiosyncratic processes and decisions
affect Δβ1, Δrxx, Δν, Δβ0, Δμ, and ΔμY, resulting in different
levels of slope-based predictive bias across contexts.

Note. DEI = diversity, equity, and inclusion.
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and testing situations are interpreted. Stated differently, there are
differences across racioethnic groups regarding how members
interpret the meaning of test scores and the relation between
test scores and performance measures (Grubb & Ollendick,
1986). For instance, some members of underrepresented groups
likely have lower expectations about the likelihood that obtaining
good test scores will lead to desirable outcomes such as admission
to college (Gould, 1999). This mindset and frame of reference
develop over long periods, and reasons for its formation include
exclusion, segregation, and barriers to opportunities—actual and
perceived. As summarized by Awad et al. (2016), “The skills
and cognitive competencies measured in assessments most
often reflect instruction received by individuals developing in
the dominant culture, regardless of whether the test is norm or
criterion referenced” (p. 289).
An additional illustration in a slightly different context is a

study based on about 110,000 students from six large, public,
research-intensive universities (Hatfield et al., 2022). Hatfield et al.
reported that “White male students have the highest probability of
graduating with a STEM degree when they start college with that
intention at 48.4% [emphasis added]; however, underrepresented
female students only have a probability of 35.3%” (p. 9). They
stated,

In an equitable education system, students with comparable high school
preparation, intent to study STEM, and who get Cs or better in all their
introductory STEM courses ought to have similar probabilities of
attaining a STEM degree. This is not what we observe. (p. 8)

Taken together, the expectations above likely lower rxx for the
focal group (i.e., more measurement error). The result is that Δrxx ≠
0, which leads to slope-based predictive bias.

Differential Recruiting, Mentoring, and Retention
Interventions Across Groups

Many organizations actively engage in DEI initiatives. In many
cases, these involve extra efforts and resources to recruit, mentor,
and retain members of underrepresented racioethnic groups. For
example, many colleges and universities offer precollege programs
for high-school students (i.e., potential applicants) who are
members of underrepresented groups. Subsequently, attendees at
these programs are actively recruited as future students. Similarly,
many consulting firms such as BCG and McKinsey offer summer
programs for college students who are members of underrepre-
sented groups as a conduit to offer them internships and full-time
positions eventually. These and related recruiting interventions
will likely become even more common since Students for Fair
Admissions v. Harvard (2023) because universities can no longer
make racioethnic-conscious admission decisions (Lu, 2023).
Consequently, they are likely to implement other DEI processes
involving outreach and recruiting to maintain diversity in the
student body.

In some cases, DEI initiatives also involve extra tutoring and
counseling opportunities before and after admitting students (Berry
et al., 2013). According to Berry et al. (2013), these and other
DEI initiatives mean that students’ admission into and success
in college can be a function of factors other than test scores. All
of these unmeasured factors can be conceptualized as omitted
variables. Based on our previous discussion, Δν is one of the
three major factors resulting in slope-based predictive bias. So,
different DEI intensity levels and resource allocation likely result
in Δν ≠ 0 and slope- and intercept-based predictive bias across
contexts.
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Table 3
Summary of Statistical Causes and Likely Underlying Psychological and Contextual Mechanisms for Intercept-Based Predictive Bias and
Lack of Differential Prediction Generalization (i.e., Different Types of Predictive Bias Across Contexts)

Statistical causes Likely psychological and contextual mechanisms

• Holding other factors constant, Δβ0 < 0 and Δμ < 0 will tend to
produce focal group overprediction where Δb0 < 0.

• There are many possible ways for the underlying parameters to
combine to produce smaller focal group intercepts because Δβ0,
Δβ1, Δrxx, and Δν affect Δb0 (see Equation 18).

• The criterion mean for a given group g is μYg = β0g + β1gμg.
Accordingly, group differences in β0g, β1g, or μg will also result
in intercept-based predictive bias (see Equation 18).

• Differential recruiting, mentoring, and retention interventions across
groups: Different levels of DEI intensity and resource allocation are
likely to result in different values for omitted variables across groups
(i.e., Δν ≠ 0) resulting in different levels of intercept-based
predictive bias across contexts.

• Differential course difficulty across groups results in ΔμY ≠ 0,
Δβ1 ≠ 0, and Δν ≠ 0, leading to different levels of intercept-based
predictive bias across contexts.

• Differential grading leniency across racioethnic groups causes
differences in criterion means (i.e., ΔμY ≠ 0), which results in
intercept-based predictive bias.

• Differential mean test scores across racioethnic groups are due to
true differences in latent scores, construct-irrelevant variance due to
language proficiency, and measurement bias, which contribute to
Δμ ≠ 0 leading to different levels of intercept-based predictive bias
across contexts.

• Additional mechanisms include differences across groups regarding
course selection, dropout rates, perceived interest, admissions
procedures and criteria, environmental opportunities, threats,
stressors, and daily experiences of members of different racioethnic
groups. These and other idiosyncratic processes and decisions affect
Δβ1, Δrxx, Δν, Δβ0, Δμ and/or ΔμY, resulting in different levels of
intercept-based predictive bias across contexts.

Note. DEI = diversity, equity, and inclusion.
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Differential Course Difficulty Across Groups

Young (1990, 1991) provided evidence that when members of
different groups choose to take courses that vary in difficulty (i.e.,
differential course difficulty), this choice may explain differences
regarding subsequent GPA scores across groups (i.e., higher GPA
resulting from taking easier courses). Accordingly, Young (1990)
used item response theory to estimate students’ latent abilities based
on the level of course difficulty and doing so resulted in adjusted
scores for the criterion (i.e., “item response theory-based” criterion
scores) that were predicted with greater accuracy.
Thus, differential course difficulty is related to ΔμY ≠ 0 and a

resulting intercept-based predictive bias. In addition, differential
course difficulty across groups leads to Δβ1 ≠ 0, one of the three
major factors resulting in slope-based predictive bias because it
affects the predictor–criterion relation.Moreover, differential course
difficulty across racioethnic groups can also lead toΔν≠ 0, resulting
in intercept-based predictive bias. Because the differential course
difficulty phenomenon likely affects GPA across majors (e.g., 3.36
in education vs. 2.78 in chemistry; Lindsay, 2022) and colleges, this
factor likely results in different types and levels of predictive bias
across contexts.

Leniency Effects Favoring One Group Over Another

Another underlying mechanism for predictive bias is also related
to factors affecting students’ GPA, which is the criterion variable
used in predictive bias analysis in college admission decisions. As
discussed earlier, group differences in criterion means (i.e.,ΔμY≠ 0)
result in intercept-based predictive bias.
Leniency effects occur when graders apply a “shifting standards”

model across racioethnic groups and assign students in a specific
group higher grades than they deserve based on their academic
performance. As noted by Berry et al. (2013), “some graders may
grade fairly, some graders may be biased against minority students,
and other graders may apply a ‘shifting standards’ model and give
minority students higher grades than deserved” (p. 357). The
resulting consistent error variance in members of a specific group
results in differences in criterion means. Moreover, the extent and
direction of leniency likely vary from institution to institution,
resulting in different degrees of predictive bias across contexts (i.e.,
lack of differential prediction generalization).

Factors Affecting Differential Mean Test Scores
Across Groups

There is a documented difference in cognitive ability scores
across racioethnic groups (Δμ ≠ 0), resulting in intercept-based
predictive bias. The reasons include a combination of several
psychological and contextual factors. For example, a true
difference in latent scores, construct-irrelevant variance due to
language proficiency (Shewach et al., 2017), and measurement bias
(Culpepper et al., 2019). Therefore, each of these factors
contributes to Δμ ≠ 0 and results in intercept-based predictive
bias and different levels of bias across contexts.

Additional Mechanisms

Additional mechanisms are likely to result in predictive
bias (Kruse, 2016). Specifically, these are related to underlying

mechanisms leading to Δβ1 ≠ 0,Δrxx ≠ 0,Δν ≠ 0,Δβ0 ≠ 0,Δμ ≠ 0,
and ΔμY ≠ 0. For example, these include differences across
racioethnic groups regarding course selection, dropout rates,
perceived interest, perceptions of testing, and admissions proce-
dures and criteria. As noted by Berry and Sackett (2009) regarding
criterion scores, “College GPA certainly reflects academic perfor-
mance to some degree, but there are also well-known sources of
construct-irrelevant variance in GPA—particularly instructors’
grading idiosyncrasies” (p. 822).

In addition, regarding perceived interest on the part of test
takers, Pae (2012) examined gender-based differences, which may
also apply to racioethnic differences. Specifically, differences in
perceived interest in specific test items across groups explained a
significant portion of variance in the magnitude of differential item
functioning (DIF). The effect was quite substantial: Every one-unit
increase in the gender difference in the examinees’ perceived
interest in the reading passage produced a 0.55-unit increase in the
magnitude of gender DIF. In other words, the more interesting the
item was to men compared to women, the greater the DIF effect
favoring men, and vice versa (Pae, 2012).

As additional factors, as noted by Newman et al. (2022),
differences across racioethnic groups “are the result of differences
in the environmental opportunities, threats, stressors, and daily
experiences of Black and White Americans (i.e., they are ‘mal-
treatment effects’). Systemic racism has had real consequences in
the academic domain” (p. 48). Also, Walpole et al. (2005) reported
that, among their top concerns, Latinx and African American
urban high school students mention cultural and racial test bias.
Unsurprisingly, Fleming (2000) noted that students of color have
negative perceptions of standardized tests. The extent to which these
factors have a stronger or weaker effect across contexts also likely
contributes to the differential impact on both slope- and intercept-
based predictive bias.

Discussion

As noted in a recent American Psychologist article,

Any discipline is embedded in its historical zeitgeist, and psychology in
the first half of the 20th century reflected the prevailing social views of
its most prominent founders, an account largely characterized by white
men promulgating the racism and sexism of their times and using
“science” to explain away injustice. (Miles & Fassinger, 2021, p. 1235)

This is a strong statement that may or may not apply to predictive
bias research. However, we should be open-minded to challenges
to “historical” findings. This is particularly relevant given that
scientific findings about racioethnic differences in the meaning
and functioning of standardized testing need to be contextualized
within a historical background. For example, consider slavery
(1619–1865); legal segregation in education, employment, and
voting (1865–1960s); the Homestead Act distributing land primarily
to White and European immigrant families and creating modern
gaps in property ownership and access to education (1862–1930s),
and post–World War II legislation that specifically excluded farm
workers and maids from minimum wage protections, work hour
regulations, and unions at a time when 60%–75% of the African
American labor force were farm workers and maids (Newman et al.,
2007). As Newman et al. (2007, p. 1082) noted, these events
“greatly benefitedWhites as a group, permitting the establishment of
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a large White middle class capable of intergenerational transmission
of wealth through access to capital and education.”
Given undeniable racioethnic historical differences in privileges

and rights, the absence of predictive bias seems counterintuitive.
But, as Kehoe (2002, p. 104) noted, “a critical part of the dilemma
is that general mental abilities-based tests are generally regarded
as unbiased.” A conclusion that predictive bias does not exist is
comfortable because adverse impact against members of underrep-
resented groups is a more defensible position (Ployhart et al., 2017).
Similarly, a conclusion that predictive bias exists, but it is small and
favors underrepresented applicants through the overprediction of
their future performance, is “generally not viewed as a problematic
finding” (Dahlke & Sackett, 2022, p. 2007). So, it is important to
understand what specific type of predictive bias may exist and when.
This is a relevant issue not only for test users but also for test
developers. If predictive bias exists, depending on its nature, it
may be necessary to redesign those tests—or discontinue their use
altogether, as about 1,900 colleges and universities have decided to
do by embracing test-optional policies (FairTest, 2023).
Zwick (2019) wrote that “Our role as measurement specialists

should not be to defend tests at all costs. Instead, we should be the
judicious evaluators of tests and their applications” (p. 39). In
other words,

The question asked should be about the moral and professional
responsibility for fairness of those involved in all stages of the
assessment process. The public has little patience when one state
organization passes the blame to another when something goes wrong.
As Cronbach observed back in the 1980s, those who validate tests either
before or after the tests are taken have a responsibility to “review
whether a practice has appropriate consequences for individuals and
institutions, and particularly to argue against adverse consequences”
(Cronbach, 1988, p. 3). (Nisbet & Shaw, 2019, p. 623)

I–O psychology has much to contribute to research-based
evidence to inform practices and policies that play an important
societal role. As a conduit to hopefully help achieve this lofty goal,
we discuss the implications of our results for theory and practice,
limitations, and future research directions.

Implications for Theory and Practice

An important implication of our results is that predictive bias
can be based on differences regarding slopes, intercepts, or both.
We showed that factors that cause slope-based predictive bias are
Δβ1 ≠ 0, Δrxx ≠ 0, and Δν ≠ 0. We also showed that factors that
cause intercept-based bias areΔβ0 ≠ 0,Δμ ≠ 0, andΔμY ≠ 0 (which
is a direct function of Δβ0, Δβ1, and ΔμÞ, in addition to factors that
result in slope-based predictive bias as well (i.e., Δβ1 ≠ 0, Δrxx ≠ 0,
and Δν ≠ 0). In terms of likely underlying psychological and
contextual factors, we offered specific explanations mapped onto
the statistical causes based on the existing literature: (a) lack of
common cultural frame of reference and identity across groups;
(b) differential recruiting, mentoring, and retention interventions
across groups; (c) differential course difficulty across groups;
(d) leniency effects favoring one group over another; (e) factors
affecting differential mean test scores across groups; and (f)
additional mechanisms (e.g., differences across groups regarding
course selection, dropout rates, perceived interest, perceptions
of testing, admissions procedures, and criteria; differences in the

environmental opportunities, threats, stressors, and daily experi-
ences of members of different racioethnic groups).

Regarding implications for practice, for a college or job applicant
whose performance has been underpredicted due to their racioethnic
status and, consequently, their application has been rejected, it is no
consolation that the overall size of the difference between regression
lines may not be perceived as “very large.”As an illustration of such
consequences, in a recently published introspective article in which
scholars of color explored bias in academe, the lead author described
experiences with standardized testing and revealed that “As a high
school valedictorian and honors college graduate, I had never faced
an educational setback like this before and ostensibly the biggest
barrier was my quantitative GRE test score” (Holmes et al., 2022,
p. 2). Predictive bias is of scientific and practical importance, and
very personal as well.

Also, regarding practical implications, the Standards for
Educational and Psychological Testing “emphasize that fairness
to all individuals in the intended population of test takers is an
overriding, foundational concern and that common principles apply
in responding to test-taker characteristics that could interfere with
the validity of test score interpretation” (AERA et al., 2014, p. 49).
Accordingly, predictive bias should be of concern regardless of
which racioethnic group (e.g., Black, White, Latinx) is under or
overpredicted. The reason is that

A fair test does not advantage or disadvantage some individuals because
of characteristics irrelevant to the intended construct … characteristics
of all individuals in the intended population, including those associated
with race, ethnicity, gender …must be considered throughout all stages
of development, administration, scoring, interpretation, and use so that
barriers to fair assessment can be reduced. (AERA et al., 2014, p. 50)

Limitations and Future Research Directions

As mentioned earlier, some of the underlying mechanisms may
not be due to testing but to historical and societal issues. As such,
testing may reflect, rather than distort, a societal reality.
Nevertheless, addressing these issues is particularly pressing, given
that Jonson et al. (2019) documented a troubling science–practice
misalignment. They reviewed 18 intelligence and achievement tests
and found that nine of the 17 fairness Standardswere practiced only
rarely, four were practiced occasionally, and only four were
practiced frequently. So, very few of the 17 fairness Standards are
practiced frequently, and just under half occurred frequently or
occasionally. So, there is a persistent science–practice gap that must
be addressed (Cascio & Aguinis, 2008).

Our article is just a beginning of a journey. Much work remains to
be done to advance our knowledge on why predictive bias exists and
varies across contexts—instead of just focusing on whether
predictive bias is present or absent. The starting point may be
examining the relative importance of the underlying psychological
and contextual process we described earlier. However, other factors
not yet examined are likely to emerge. Overall, such future research
would benefit from adopting a methodological framework that
simultaneously considers measurement and prediction invariance.

Specifically, the established Cleary approach for assessing
predictive bias based on multiple regression requires additional
investigation, given that it assumes the absence of measurement
error, which is virtually always violated. In predictive bias
assessment, measurement error exists and differs across groups in
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many situations. There is preliminary evidence that this dual
measurement–prediction invariance methodological framework can
lead to novel insights that inform theory and practice. For example,
Culpepper et al. (2019) found that nearly a quarter of the statistically
significant observed intercept differences were not statistically
significant at the .05 level once predictor measurement error was
accounted for. Moreover, measurement invariance was rejected for
the SAT-M subtest at the .01 level for 74.5% and 29.9% of cohorts
for Black versus White and Hispanic versus White comparisons,
respectively. In addition, Black students with the same standing on
a common factor had observed SAT-M scores that were nearly a
third of a standard deviation lower than for comparable Whites. In
sum, we suggest that future research on predictive bias considers
measurement and predictive bias simultaneously to assess the causal
mechanisms including (a) psychological and contextual issues
leading to (b) differences in latent predictor scores that in turn affect
the (c) nature and size of observed predictive bias.

Conclusions

In 1989, the U.S. Congress held a 1-day hearing to assess the level
and effects of bias based on race and gender differences affecting
standardized tests (Sex and Race Differences on Standardized Tests,
1989). In this hearing, the focus was on examining the role of
standardized tests concerning educational and employment oppor-
tunities for women and members of underrepresented racioethnic
groups. The hearing included testimony and statements from
14 witnesses. Sadly, none had an I–O psychology background.
However, we hope the situation will change in the future. Our goal
was to go beyond the existing predictive bias literature mainly
focused on a technical debate of which index to use to learn whether
predictive bias exists. We offered analytical and empirical evidence
about the existence of different types of predictive bias and described
statistical causes for the presence of each. In addition, we mapped
likely underlying psychological and contextual mechanisms onto the
statistical causes based on the existing literature hoping that our article
will help advance this research stream from whether it exists to the
why of predictive bias. Overall, we hope our article will stimulate
future research and interventions regarding predictive bias, given that
this topic offers a unique and important opportunity for the field of
I–O psychology to play a leadership role and make important
contributions to society. As Hall (1917, p. 11) noted in the first issue
of the Journal of Applied Psychology, following this path would
“show that applied psychology can render the most valuable service.”
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