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We introduce the concept of differential prediction generalization in the context of college admissions
testing. Specifically, we assess the extent to which predicted first-year college grade point average (GPA)
based on high-school grade point average (HSGPA) and SAT scores depends on a student’s ethnicity and
gender and whether this difference varies across samples. We compared 257,336 female and 220,433
male students across 339 samples, 29,734 Black and 304,372 White students across 247 samples, and
35,681 Hispanic and 308,818 White students across 264 samples collected from 176 colleges and
universities between the years 2006 and 2008. Overall, results show a lack of differential prediction
generalization because variability remains after accounting for methodological and statistical artifacts
including sample size, range restriction, proportion of students across ethnicity- and gender-based
subgroups, subgroup mean differences on the predictors (i.e., HSGPA, SAT-Critical Reading, SAT-
Math, and SAT-Writing), and SDs for the predictors. We offer an agenda for future research aimed at
understanding several contextual reasons for a lack of differential prediction generalization based on
ethnicity and gender. Results from such research will likely lead to a better understanding of the reasons

for differential prediction and interventions aimed at reducing or eliminating it when it exists.
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As noted in the Standards for Educational and Psychological
Testing (American Educational Research Association, American
Psychological Association, and National Council on Measurement
in Education, 2014), “the term predictive bias may be used when
evidence is found that differences exist in the patterns of associ-
ations between test scores and other variables for different groups
... one approach examines slope and intercept differences between
two targeted groups . . . while another examines systematic devi-
ations from a common regression line for any number of groups of
interest” (pp. 51-52). Similarly, the Principles for the Validation
and Use of Personnel Selection Procedures (Society for Industrial
and Organizational Psychology, 2003) state that “slope and/or
intercept differences between subgroups indicate predictive bias”
(p. 32).
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The aforementioned widely adopted and standard definition of
predictive bias, which is also labeled differential prediction, refers
to a difference in the prediction of scores across subgroups and
does not stipulate which group’s scores are under- or overpre-
dicted. In other words, differential prediction also exists when the
prediction of criteria is different across groups such that the
minority group “benefits” from overprediction. In fact, although
not within the context of educational testing, lawsuits regarding
reverse discrimination in preemployment testing such as the Ricci
v. DeStefano et al. (2009) U.S. Supreme Court case are based on
this logic because majority and minority applicants are protected
under Title VII of the Civil Rights Act of 1964.

Aguinis, Culpepper, and Pierce (2010) revived the fairly dor-
mant research domain of differential prediction and received sub-
stantial media attention, including coverage by USA Today, The
Economist, HR Magazine, and many other outlets. Thus, research
on this topic is important for educational psychology and other
fields concerned with high-stakes testing, such as human resource
management and industrial and organizational psychology, as well
as society at large. Aguinis, Culpepper, et al. (2010) stated that
there is an “important opportunity for . . . researchers to revive the
topic of differential prediction and make contributions with mea-
surable and important implications for organizations and society”
(p. 675).

Following Aguinis, Culpepper, et al.’s (2010) call, several re-
searchers have echoed the need for additional work regarding
differential prediction in educational and preemployment contexts
(Berry, Clark, & McClure, 2011; Berry, Sackett, & Sund, 2013;
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Fischer, Schult, & Hell, 2013). Our study relies on a data-analytic
approach similar to that used in investigations of validity gener-
alization (i.e., the extent to which validity coefficients vary across
studies) to introduce a new concept we label differential prediction
generalization, which refers to the extent to which differential
prediction varies across studies. Next, we offer a literature review
and description of our study’s rationale, goals, and contributions in
relation to previous research.

Literature Review and Present Study

The potential existence of differential prediction by gender and
ethnicity has been investigated for several decades. For example,
Cleary (1966) investigated data from three colleges, Pfeifer and
Sedlacek (1971) analyzed data from 13 institutions, and Temp
(1971) investigated 13 institutions. More recently, Mattern and
Patterson (2013) examined differential prediction of the SAT by
relying on a larger database. In the majority of these studies,
differential prediction has been found, on average, to be small such
that tests overpredict grades for Black and Hispanic students (e.g.,
Mattern & Patterson, 2013) and underpredict grades for female
students (e.g., Ancis & Sedlacek, 1997). The majority of this body
of work has focused on understanding the degree of differential
prediction in specific institutions or the average degree of differ-
ential prediction across institutions.

A related but different line of research has addressed the extent
to which validity coefficients (e.g., correlation coefficient between
test scores and a criterion such as college grades) generalize (i.e.,
are similar) across contexts. This line of inquiry was motivated by
research conducted in the 1960s (e.g., Ghiselli, 1966; Guion, 1965)
suggesting that validity coefficients change from context to con-
text and, therefore, are situation-specific. In a seminal article
challenging this situational specificity hypothesis, Schmidt and
Hunter (1977) offered an analytic approach called validity gener-
alization or psychometric meta-analysis, which involves first as-
sessing the degree of variability of validity coefficients across
studies and then calculating the extent to which such variability
may be substantive (supporting situational specificity) or, instead,
because of methodological and statistical artifacts (supporting va-
lidity generalization; Hunter & Schmidt, 2004). This two-step
process is necessary because the observed variability of coeffi-
cients across contexts may be because of factors such as sampling
error, measurement error, and range restriction (Aguinis & Pierce,
1998; Aguinis, Sturman, & Pierce, 2008)." In other words, these
methodological and statistical artifacts can give the impression that
there is a great deal of variability in correlation (i.e., validity)
coefficients across studies, whereas in actuality this variability
may be because of differences in sample size, measurement error,
and range restriction.

Since the introduction of validity generalization procedures by
Schmidt and Hunter (1977), several studies have been conducted
examining correlations in the context of educational and preem-
ployment testing. For example, Linn, Harnisch, and Dunbar (1981)
conducted a validity generalization study of the LSAT and its
relation with first-year grades and reported that the majority of the
variance in observed validity coefficients was explained by meth-
odological and statistical artifacts. Similarly, in two separate stud-
ies, Boldt (1986a, 1986b) conducted validity generalization anal-
yses to understand whether the validity of the SAT and GRE
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generalizes across colleges and universities and the overall con-
clusion was that the correlation between these test scores and
subsequent grades seems to generalize.

Considering our current knowledge about differential prediction
and the separate but related body of work on validity generaliza-
tion points to a knowledge gap regarding the extent of differential
prediction generalization. This knowledge gap is important be-
cause, as noted by Linn (1978), “differences in prediction systems
have a more direct bearing on issues of bias in selection than do
differences in correlations” (p. 511). Specifically, validity gener-
alization refers to whether the correlation between test scores and
criteria is similar across contexts. In contrast, we conceptualize
differential prediction generalization as the extent to which differ-
ential prediction (i.e., differences in regression coefficients across
groups) is similar across contexts. Thus, differential prediction
generalization is different from validity generalization and highly
informative because, as noted by the Standards for Educational
and Psychological Testing, “correlation coefficients provide inad-
equate evidence for or against a differential prediction hypothesis
if groups or treatments are found to have unequal means and
variances on the test and the criterion. It is particularly important
in the context of testing for high-stakes purposes that test devel-
opers and/or users examine differential prediction and avoid the
use of correlation coefficients in situations where groups or treat-
ments result in unequal means or variances on the test and crite-
rion” (American Educational Research Association, American
Psychological Association, and National Council on Measurement
in Education, 2014, p. 66).

From a theoretical perspective, our interest in differential
prediction generalization is motivated by several possible
sociohistorical-cultural and social psychological explanations for
why the use of test scores in educational and employment settings
to predict performance can differ based on a test taker’s ethnicity
or gender and why differential prediction is unlikely to be similar
(i.e., generalize) across contexts (Aguinis, Culpepper, et al., 2010;
Berry et al., 2011; Culpepper & Davenport, 2009; Kobrin &
Patterson, 2011; Pissler, Beinicke, & Hell, 2014). For example,
these potential explanations include (a) stereotype threat (Brown &
Day, 2006; Sackett, Hardison, & Cullen, 2004; Steele & Aronson,
1995; Walton, Murphy, & Ryan, 2015; Walton & Spencer, 2009);
(b) lack of a common cultural frame of reference and identity
across groups (Gould, 1999; Ogbu, 1993); (c) lack of a common
framework for understanding and interpreting tests and the testing
context (Grubb & Ollendick, 1986); (d) leniency effects favoring
one group over another (Berry et al., 2013); (e) differential recruit-
ing, mentoring, and retention interventions across groups (Berry et
al., 2013); and (f) differential course difficulty across groups
(Berry & Sackett, 2009). Given these factors, it seems unlikely that
differential prediction would generalize across contexts and insti-
tutions. However, the possible presence of heterogeneity is an
issue that has not been assessed systematically. For example,

! In addition to sampling error, measurement error, and range restriction,
Hunter and Schmidt (2004) and others (Aguinis, Pierce, & Culpepper,
2009) have identified additional factors that increase the variance of
validity coefficients across studies. These factors include scale coarseness,
imperfect construct validity in the predictor and/or criterion variables,
computational and other errors in data, and artificial dichotomization of
continuous variables.
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although Linn (1973) described differences in the extent of differ-
ential prediction across the 22 institutions included in his study, it
is unclear the extent to which such variability was substantive in
nature or because of methodological and statistical artifacts.

In sum, our study introduces the new concept of differential
prediction generalization and investigates the potential presence of
variability in ethnicity and gender-based differential prediction
across contexts. We do so using data predicting first-year college
grade point average (GPA) from SAT scores and high-school
GPA.

Method

Data Collection Procedures and Participants

We obtained the raw data from Mattern and Patterson’s (2013)
Appendixes A-F, which include tables in a 384-page PDF docu-
ment available at http://dx.doi.org/10.1037/a0030610.supp. We
exported the data from these tables to Microsoft Excel using
Able2Extract Pro 7.0 and SomePDF 1.0. Additional details regard-
ing the data extraction algorithms and procedures are available
from the authors upon request.

The tables include variance-covariance matrices involving rela-
tions among SAT scores, first-year college GPA, high-school
grade point average (HSGPA), and demographic variables (i.e.,
ethnicity and sex) for 176 colleges and universities (i.e., 348
unique cohorts). Specifically, these include participating colleges
and universities that provided the College Board with GPA and
these data were matched to College Board databases that include
SAT scores and responses to the SAT questionnaire, which in-
cluded self-reported HSGPA and demographic information. The
data were collected by the College Board as part of a multiyear
study between 2006 and 2008. Identical to Mattern and Patterson
(2013), we treated each cohort (henceforth referred to as a “sam-
ple”) as an individual data point. Sixty-one out of 339 (i.e.,
17.99%), 48 out of 247 (i.e., 19.43%), and 50 out of 264 (i.e.,
18.93%) institutions provided three samples for the female—male
(FM), Black—White (BW), and Hispanic—White (HW) compari-
sons, respectively. Thus, the contribution of three samples by
institutions is only a small portion of the total, which reduces the
likelihood that dependency due to cohorts nested within institu-
tions may have biased our results. To more formally assess the
possibility of dependence in the data structure, we examined
the variance attributed to cohorts nested within institutions and the
result was only .4% of the total variability. In other words, this
small amount of variance suggests that it is appropriate to treat
each sample as an individual data point in our analyses because
data dependence did not bias standard error estimates (Aguinis &
Culpepper, 2015; Aguinis, Gottfredson, & Culpepper, 2013;
Raudenbush & Bryk, 2002).

Mattern and Patterson (2013) reported that the institutions were
diverse in terms of geographic region, public/private, size, and
selectivity. In addition, Mattern and Patterson (2013) reported
removing samples with fewer than 15 individuals in any of the
ethnicity- or gender-based subgroups from their analyses. Accord-
ingly, FM comparisons were made based on approximately
257,336 women and 220,433 men across 339 samples. BW com-
parisons were based on 29,734 Black and 304,372 White students
across 247 samples. For the WH comparisons, analyses were based
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on 35,681 Hispanic and 308,818 White students across 264 sam-
ples.

Differential Prediction Analysis

Assessing the presence of differential prediction involves esti-
mating the following three models (American Educational Re-
search Association, American Psychological Association, and Na-
tional Council on Measurement in Education, 2014; Cleary, 1968;
Society for Industrial and Organizational Psychology, 2003):

GPA = By + BHSGPA + B,SAT-CR + B3SAT-M
+ B4SAT-W +e (1)

GPA = By + BHSGPA + B,SAT-CR + B;SAT-M
+ BSAT-W+BsG + e )

GPA = By + BHSGPA + B,SAT-CR + B;SAT-M
+ BLSAT-W + BsG + BcHSGPA - G
+ B,SAT-CR - G + BgSAT-M - G
+ BoSAT-W-G + e 3)

Equation 1 includes the criterion GPA regressed on the predic-
tors HSGPA, SAT-CR (SAT-Critical Reading), SAT-M (SAT-
Math), and SAT-W (SAT-Writing). The model in Equation 2
differs from Equation 1 in that it includes a dummy variable G,
which has two categories and is used to assess the FM, BW, or HW
comparisons. The model in Equation 3 includes product terms that
capture interaction effects on GPA (i.e., moderating effect of
ethnicity and gender on the relation between the predictors and
GPA) and can be written in matrix notation as follows:

Y= Xij te 4

where, for sample j, A isan X dimensional vector of criterion scores
(i.e., n; is the size for sample j), X; is a n; X g matrix of predictor
variables (i.e., ¢ = 9 for Equation 3), B; is a ¢ dimensional vector
of regression coefficients, and e; is a n; dimensional vector of
errors. The goal of differential prediction analysis is to examine
whether test scores differentially predict criteria for different
groups by examining whether coefficients within B; (i.e., Bs, Be,
B, Bg, and B, in Equation 3) are different from zero. Specifically,
a nonzero regression coefficient associated with predictor G sug-
gests the presence of intercept-based differential prediction and
nonzero coefficients associated with the product terms suggests the
presence of slope-based differential prediction.

Differential Prediction Generalization Analysis

We used multivariate meta-analytic regression modeling
(MMA) to synthesize regression coefficients and assess the degree
of variability in differential prediction across samples as described
by Becker and Wu (2007) and Chen, Manning, and Dupuis (2012).
The MMA procedure uses data from each sample (i.e., b; and
Cov[b;IX/]) to estimate a meta-analyzed mean, in addition to
cross-sample variance components. Specifically, the random ef-
fects MMA model described by Chen et al. (2012) includes the
following equation for b;:
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b,=WB+3,+e (5)

where W = [I, W] is a ¢ X (¢ + p) block design matrix that
includes a ¢ dimensional identity matrix and a ¢ X p matrix of
sample-level variables to explain differences in b;. Furthermore, 8,
is a vector of random effects for sample j defined as &, ~ N, (0,
T) where T is a ¢ X g between sample variance-covariance matrix
that quantifies the amount of heterogeneity that exists across
samples above and beyond sampling error (i.e., €;, which is an
error with a multivariate normal distribution; Chen et al., 2012).

Methodological and statistical artifacts. The goal of differ-
ential prediction generalization analysis is to quantify the variabil-
ity in differential prediction across samples. However, sampling
error, range restriction, and measurement error are three factors
that should be ruled out given that they usually account for the
largest proportion of observed variance (Aguinis, 2001; Hunter &
Schmidt, 2004). In fact, Schmidt and Hunter (1981) estimated that
an average of 72% of the variance of validity coefficients observed
across studies is the result of these artifacts and, moreover, sam-
pling error alone accounts for 85% of the variance accounted for
by artifacts. Accordingly, in our study, W; includes sample size
(i.e., to account for sampling error).

In addition to sampling error, range restriction can increase or
decrease observed variability in relation to true variability (Mur-
phy, 1993). Accordingly, as noted by Linn (1983), “it is essential
that selection effects be considered if our correlational and regres-
sion analysis results are to be properly interpretable” (p. 13).
Range restriction is pervasive in college admissions testing be-
cause the data examined include only those students who have
been admitted and for whom GPA information is subsequently
available. The standard corrections for range restriction require
three assumptions: linearity between predictors and criterion, con-
stant residual error variance, and criterion scores missing at ran-
dom (MAR) (Mendoza, 1993; Mendoza, Bard, Mumford, & Ang,
2004). Under these assumptions, commonly employed corrections
such as Lawley’s multivariate correction (Birnbaum, Paulson, &
Andrews, 1950; Lawley, 1944) yield unbiased estimates of popu-
lation correlation coefficients.> Furthermore, simulation studies
support the accuracy of the Lawley correction across different
sample sizes, magnitude of predictor intercorrelations, and degree
of selectivity (Muthén & Hsu, 1993; Sackett & Yang, 2000).

A relevant issue pertaining to our study is that if the MAR and
linearity assumptions are satisfied, the restricted regression coef-
ficients (i.e., estimates in the selected sample) equal the estimated
unrestricted coefficients. Stated differently, if these assumptions
are met, range restriction does not bias estimates of B, and the
least squares estimator for the restricted sample is identical to the
estimator corrected for range restriction. For example, consider
Lawley’s procedure and let S, ; denote a g X g variance-
covariance matrix among the predictors (i.e., covariances among
the predictors in Equation 3) and S, ; be a ¢ dimensional vector of
covariances between the predictors in Equation 3 and GPA in the
Jjth sample. If there is no range restriction, the ¢ dimensional vector
of coefficients for sample j in Equation 3 are estimated as
b; = S;lijij. However, S,; and S, ; differ from values in the
unrestricted applicant pool and, similar to Mattern and Patterson
(2013), researchers employ Lawley’s correction, which uses sam-
ple j’s ¢ X g predictor variance-covariance matrix Exxj from the
applicant pool. This information is available because Mattern and
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Patterson reported S, ; and also 3 ; for all students in the appli-
cant pool. The ¢ dimensional vector of range restriction corrected
coefficients are defined as

bj = 2,&}2,‘” (6)

where the Lawley correction defines Exyj = Exij;x}Sxyj. As ex-
pected, the restricted coefficients equal the unrestricted coeffi-
cients. Specifically, b ;= E;x}ixyj = 3 2SSy = b; . so that
b; = b; if the MAR and linearity assumptions are satisfied.

The prior discussion shows that the restricted regression coef-
ficients equal the corrected coefficients when the MAR and lin-
earity assumptions are satisfied. In contrast, the restricted standard
errors are too small, which implies that inferences for regression
coefficients B, are incorrect (Aguinis & Stone-Romero, 1997,
Culpepper, 2012b). Consequently, it is necessary to correct the
sample standard deviation of GPA for range restriction to obtain a
corrected covariance matrix of b;. Let s/z be sample j’s variance of
college grades. Lawley’s corrected variance 6_,2 is estimated as

6-12 = 5.72‘ - S){yjsx_x} (Iq - 2xxjs);(_li)sxyj (7N

where T indicates a vector transpose and I, is a g dimensional
identity matrix. If college grades were collected for all applicants,
Cov(b; | X)) = %Ex}} would be the variance-covariance matrix of
b; in the applicar{t pool conditioned upon the predictor matrix X

with o2 as the criterion variance in the applicant pool and N; as the

number of applicants. However, college grades are collected for

admitted and enrolled students only, so (?J2 must be used as an

estimate of 0_]2- and n; is used rather than N, which implies that an
estimate for the range restriction corrected variance-covariance
matrix of the b; for sample j is

G2
Cov(b; | X)) = ~L3. ®)
7

In addition to sampling error and range restriction, measurement
error in the criterion GPA also needs to be ruled out as a potential
source of variability in differential prediction across samples.
Criterion measurement error usually inflates observed variability
of correlation coefficients across studies (Schmidt & Hunter,
1977). This effect has been documented regarding correlation
coefficients but Cohen, Cohen, West, and Aiken (2003, pp. 56-57)
showed that bivariate regression coefficients are unaffected by
criterion measurement error. Extending the work by Cohen et al.
(2003), Supplemental File A available online provides new deri-

2 Although Mendoza (1993) argued that the MAR assumption is reason-
able in the particular context of college admissions testing because
decision-makers do not observe the missing criterion scores, the effects of
violating the MAR, linearity, and homoscedasticity assumptions on differ-
ential prediction generalization analysis are unknown and would depend on
the nature of the missing data pattern, the nonlinear relationship (i.e.,
concave or convex), and the nonconstant error pattern (Culpepper, 2015).
Mattern and Patterson (2013) did not report results regarding compliance
with these assumptions and, in addition, their dataset did not include
sufficient information for us to conduct this assessment. Specifically,
complete student records would be needed to test for compliance with the
linearity and homoscedasticity assumptions and additional information
from admissions offices would be needed to assess compliance with the
MAR assumption. Thus, additional data and research are needed to address
these issues.
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vations and proof that correcting the criterion for measurement
error using classical test theory does not affect the observed
variance of differential prediction across samples in the multiple
predictor case. Hence, correcting criterion measurement error in
GPA would not change estimates of differential prediction vari-
ability.

Another methodological artifact that could affect the degree of
observed differential prediction variability across samples is dif-
ferential predictor measurement error. Mattern and Patterson
(2013) reported reliability information for the predictors across all
samples: .82, .91, .91, and .89 for HSGPA, SAT-Critical Reading
(SAT-CR), SAT-Math (SAT-M), and SAT-Writing (SAT-W), re-
spectively. Differential prediction variability may be due, at least
in part, to differences in predictor reliability across institutions
(i.e., the same population parameter may take on different sample-
based values depending on the local degree of measurement error).
However, it is not possible to correct for the potential effects of
differential reliability on differential prediction variability without
sample-level reliability information. Nevertheless, reliability esti-
mates for all predictors are .80 or higher which, as noted by Lance,
Butts, and Michels (2006), “appears to be Nunnally’s (1978)
recommended reliability standard for the majority of purposes
cited in organizational research” (p. 206). Accordingly, it is un-
likely that differential predictor reliability would be so large as to
completely eliminate all differential prediction variability if it
exists. Nevertheless, if the College Board makes these data avail-
able in the future, analyses considering sample-level measurement
error will be possible.

Finally, there are additional factors that could account for ob-
served variability in differential prediction across samples. Specit-
ically, some of these factors include unequal number of test takers
across groups (i.e., women vs. men, Blacks vs. Whites, Hispanics
vs. Whites); subgroup mean differences regarding the predictors
SAT-CR, SAT-M, SAT-W, and high-school GPA; and standard
deviations (SDs) for the predictors (as suggested by Linn, 1983).
Thus, we included each of these factors in our study.

Quantifying differential prediction variability. To quantify
the degree of differential prediction variability across samples, we
conducted a formal test using Cochran’ Q statistic. Q is a statistic
for evaluating the degree to which regression coefficients differ
across samples and is computed by summing the squared devia-
tions of each study’s regression coefficient estimate from the
overall meta-analytic estimate and weighting each study’s contri-
bution by its sample size. Hence, a statistically significant Q
suggests the presence of heterogeneity beyond what is expected by
chance (Aguinis & Pierce, 1998; Aguinis et al., 2008). In addition,
we also conducted a variance decomposition analysis and report
the percent of cross-sample variance that remains after sampling
error; range restriction; proportion of test takers across ethnicity-
and gender-based subgroups, subgroup mean differences on the
predictors (i.e., SAT-CR, SAT-M, SAT-W, and HSGPA); and SDs
for the predictors have been accounted for as possible sources of
variance.

Implementing differential prediction generalization
analysis. We conducted the following steps. First, we computed
unstandardized regression coefficients, bj, from Equation 3 for
each institution. Then, we corrected the variance-covariance ma-
trix for b; for range restriction using Equations 7 and 8. We
implemented the MMA procedure as in Equation 5 for two models.
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Model 1 used b; and Cov(b; | X)) as discussed earlier as input for
the MMA procedure. For Model 1 there were no sample-level
variables included (i.e., W = I, and W; = 0). Model 2 extended
Model 1 by including the following sample-level predictors into
W;: inverse of sample size, proportion of test takers in reference
group, subgroup mean differences regarding predictors (i.e., three
SAT tests and HSGPA), and sample-level SDs for the four pre-
dictors. In the Results section, S, refers to the standard deviation
of unstandardized regression coefficients from the meta-analyzed
mean coefficients. Furthermore, we also estimated S,, which de-
notes the estimated SD of random effects (3, in Equation 5 for
Model 2). We implemented the differential prediction generaliza-
tion analysis with R (R Core Team, 2014) using the mvmeta
(Gasparrini, Armstrong, & Kenward, 2012) and mvtmeta (Chen,
2012) packages.

Similarities and Differences in Data-Analytic
Approach Between Mattern and Patterson (2013)
and Present Study

We implemented the same range restriction correction as Mat-
tern and Patterson that was described previously. However, there is
an important difference between the data-analytic approach em-
ployed by Mattern and Patterson compared with our study. Spe-
cifically, our study implemented a novel differential prediction
generalization analysis based on the multivariate meta-analytic
regression modeling approach recommended by Becker and Wu
(2007), who provided a detailed discussion concerning the merits
of different approaches for meta-analyzing regression coefficients.
We followed their recommendation because this approach consid-
ers the size of each sample explicitly and the effects of other
factors (i.e., range restriction; proportion of students across
ethnicity- and gender-based subgroups; subgroup mean differences
for the predictors HSGPA, SAT-CR, SAT-M, and SAT-W; and
SDs for the predictors) and, therefore, allows us to understand the
extent to which observed variability in differential prediction is
substantive or because of methodological and statistical artifacts.

Results

Corroboration of Mattern and Patterson
(2013) Results

We first attempted to corroborate Mattern and Patterson’s re-
sults based on multiple regression correlations (i.e., square root of
R?) for models with different subsets of the predictors and different
types of corrections. This corroboration was necessary prior to our
substantive analysis assessing differential prediction generaliza-
tion to confirm the integrity of the database and that our differen-
tial prediction assessment procedure is identical to the one imple-
mented by Mattern and Patterson.

Table 1 includes the multiple correlations reported by Mattern
and Patterson (2013) based on observed (i.e., uncorrected) scores
(Rps), multiple correlation based on models using Lawley’s cor-
rection for predictor and criterion range restriction (Rgy), multiple
correlation based on models correcting for predictor and criterion
range restriction and criterion measurement error (Rypamp)s and
multiple correlation based on models correcting for predictor and
criterion range restriction and predictor and criterion measurement
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error using an errors-in-variables model (i.e., p; Culpepper, 2012a;
Culpepper & Aguinis, 2011).> Table 1 includes several types of
hierarchical regressions and all analyses are based on centered
continuous predictors. For example, “I”, “A” under “MP Table 2”
corresponds to the FM comparison in Mattern and Patterson for a
model that only includes SAT scores. In contrast, “III”, “C” is a
model that includes SAT and HSGPA variables, a gender reference
variable, and all product terms between the categorical and con-
tinuous variables. Results shown in Table 1 indicate that the
corroborated results are within minimal rounding error of Mattern
and Patterson’s results at each stage and after the implementation
of each type of correction. Consequently, Table 1 provides evi-
dence that the data, equations, and procedures we used to assess
differential prediction are identical to those used by Mattern and
Patterson.

Despite our ability to reproduce results, we found a few dis-
crepancies that are likely typographical errors in Mattern and
Patterson (2013) for the model including range restriction and
criterion measurement error correction. In fact, we detected this
same inconsistency in the Mattern and Patterson article for the FM,
BW, and HW comparisons, which is highly improbable given that
correcting for range restriction should lead to multiple correlation
coefficients that are different from those based on observed data
(e.g., Berry et al., 2013). In short, the only difference between our
results and Mattern and Patterson’s is that they may have mistak-
enly repeated the label “none” and copied the incorrect results in
their Table 3 This discrepancy does not affect the differential
prediction generalization results and conclusions reported herein
because our analyses are based on their data and not results they
reported in their Table 3

Differential Prediction Analysis

Table 2 reports range restriction corrected differential prediction
results for the FM, BW, and HW comparisons (i.e., results from
Model 1). Specifically, the EST column shows average (i.e., meta-
analyzed) coefficients across samples. Results for the coefficients
in Table 2 indicate small differences for the simple slope coeffi-
cients for the SAT subtests for the BW and HW comparisons.
Also, coefficients reported in Table 2 provide evidence that the
SAT-CR and SAT-M tests were more strongly related to college
GPA for women in comparison to men. Table 2 also provides
evidence of subgroup differences in intercepts across the three
subgroup comparisons, as has been shown in the past. That is,
women scored, on average, 0.15 grade points higher than men
whereas Blacks and Hispanics earned GPAs that were, on average,
0.19 and 0.10 points lower than Whites, respectively. These re-
sults, which represent the average degree of differential prediction
for slopes and intercepts across samples for the FM, BW, and HW
comparisons are consistent with previous studies (e.g., Fischer et
al., 2013; Mattern & Patterson, 2013).

Graphic Representation of Differential Prediction
Across Samples

Prior to conducting differential prediction generalization analy-
sis, we calculated differences in predicted GPA values, symbolized
by AY , for the FM, BW, and HW comparisons and present results
in Figure 1. This figure offers a visual display of the variability of

differential prediction across samples and plots the individual lines
for each sample to provide a graphical representation of the re-
gression coefficients that were modeled in the metaregression
procedure (i.e., coefficients prior to corrections). In calculating
values for AY for each predictor, the other predictor scores are
assumed to be equal to their means and we plotted AY between —2
and 1.5 SDs around the predictor average. Thus, for example, for
SAT-M, AY = ABy + AB;SAT-M. The panels in Figure 1 include
not only the aggregated degree of differential prediction across all
samples (i.e., central tendency), but also the individual lines for
each sample to provide an indication of dispersion across samples.

Figure 1 shows variability in subgroup prediction line differ-
ences prior to adjusting for statistical and methodological artifacts.
Furthermore, Figure 1 shows that the direction of slope differences
varies and that there are many samples for which GPA is either
over- or underpredicted by as much as 0.25 on a 0 to 4.0 grade
point scale and, in some cases, by 0.50 in the tails of predictor
score distributions.

For pedagogical and illustrative purposes, Figure 2 plots the
difference between predicted GPA values across subgroups, sym-
bolized by AY, for four prototypal scenarios to aid the interpreta-
tion of various types of differential prediction based on intercept
and slope differences. Similar to Figure 1, Figure 2 plots AY prior
to corrections for sample-level variables. Also similar to results
plotted in Figure 1, for a given standardized predictor, z (i.e.,
HSPGA or SAT tests), AY = AB, + A,z where AR, and AB, are
intercept and slope differences, respectively, between the reference
group coded as O (i.e., White, male) and the comparison group
coded as 1 (i.e., ethnic minority, female). These illustrations are
not average in terms of the amount and direction of differential
prediction but, rather, exemplary for a considerable amount of
samples. Also, to make comparisons easier, we used the same axis
scales as in Figure 1.

First, consider Institution #61 in 2006 for the BW SAT-CR
comparison, for which subgroup prediction equations are nearly
equivalent (i.e., AB, = 0.006 and ABgsr_cr= 0.000). The AY
plot for Institution #61 is similar to a horizontal line with AY =
0 for all values of z. Consequently, the plot for this institution is
representative of those that include subgroups with similar inter-
cepts and slopes. Next, consider Institution #136 in 2007 for the
HW SAT-M comparison, for which the Hispanic intercept is
approximately 0.20 units smaller than the White group (i.e.,
ABy = —0.198 and ABgar_m= 0). The AY plot for Institution
#136 is horizontal, which indicates the absence of subgroup slope
differences; however, AY is vertically shifted to the point where
AY = —0.198 . In contrast, Institution #169 in 2008 for the HW
SAT-W comparison includes subgroups that differ in slopes, but
not intercepts where AR, = 0.014 and ABgsr_w= 0.004. The
extent to which institutions differ in slopes can be identified by the
degree to which AY deviates from a horizontal line. For instance,
Institution #169 has a AY plot with a positive slope that passes

3 Corrections for range restriction and criterion measurement error affect
R? values but, as noted above, they do not alter estimates of regression
coefficients. The difference in R* values between uncorrected and cor-
rected models is because of the fact that the Lawley procedure corrects the
criterion variance and the correction for criterion measurement error di-
vides the uncorrected R?s by the root of the criterion reliability coefficient.
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Table 2

AGUINIS, CULPEPPER, AND PIERCE

Range Restriction Corrected Results of Differential Prediction Analysis for Female—Male, Black—White, and Hispanic—White

Comparisons Using Meta-Analytic Regression Modeling

Female-Male

Black—White Hispanic—White

Variable EST SE Significance S, EST SE Significance S, EST SE Significance S,
HSGPA 4394 .0066 e 1073 4635 .0079 e 1153 4548 .0076 o 1130
SAT-CR .0005 .0000 o .0003 .0004 .0000 o .0003 .0005  .0000 o .0003
SAT-M .0008 .0000 e .0004 .0004 .0000 e .0003 .0004 .0000 o .0004
SAT-W .0012.0000 o .0002 .0014 .0000 o .0003 0014 .0000 o .0003
Reference 1537 .0035 e 0521  —.1883 .0078 e 0919  —.1043 .0063 o .0740
HSGPA : Reference ~ —.0511 .0052 o 0605 —.1388 .0114 o .1400  —.0818 .0106 o 1247
SAT-CR # Reference .0002 .0000 e .0002 .0000 .0001 .0008 .0000 .0001 .0006
SAT-M : Reference .0003 .0000 e .0003 .0001 .0001 .0007 .0001 .0001 .0007
SAT-W # Reference ~ —.0001 .0000 .0002  —.0001 .0001 .0009  —.0001 .0001 .0008

Note.

EST = fixed-effects coefficients; S, = standard deviation of random effects (8, in Equation 5). Criterion for all models: first-year college grade

point average (GPA). Predictors: HSGPA: High school grade point average, SAT-CR: SAT Critical Reading, SAT-M: SAT Math, SAT-W: SAT Writing.
Reference: Dummy variable representing subgroups and coded as 1 for women and O for men (female-male comparison), 1 for Black and 0 for White
(Black—White comparison), and 1 for Hispanic and O for White (Hispanic—White comparison).

= < 001,

through the (0,0) point. Furthermore, we see that intercept differ-
ences are zero in Institution #169 by noting that the value of AY
when z = 0 is zero. The fourth scenario, which refers to Institution
#103 in 2007 for the BW SAT-M comparison, shows groups that
differ in intercepts and slopes. For Institution #103, Blacks have a

Figure 1. Variability in differential prediction across 348 samples of
students in 176 colleges and universities. AY scores show differences
between predicted first-year grade point average (GPA) scores across
ethnicity- and gender-based subgroups based on models with scores cor-
rected for range restriction. SAT-CR: SAT Critical Reading, SAT-M: SAT
Math, SAT-W: SAT Writing, HSGPA: high school grade point average.
The coloring indicates number of samples that overlap in subgroup pre-
diction equation differences. FM: female versus male, BW: Black versus
White, and HW: Hispanic versus White comparisons. The x-axes show
predictor scores (i.e., HSGPA, SAT-CR, SAT-M, and SAT-W) and the
x- and y-axes show scores in SD units.

smaller intercept (AR, = —0.505) and slope (AR, = —0.003).
Figure 2 shows that, for institution #103, AY is a downward
sloping line indicating negative group differences in intercepts and
slopes.

Pervasiveness of Differential Prediction
Across Samples

Figure 2 includes actual yet illustrative scenarios only. Accord-
ingly, Table 3 includes more comprehensive information regarding
the pervasiveness of differential prediction across samples. Spe-
cifically, Table 3 shows the percent of samples with intercept and
slope differences different from zero for the three subgroup com-
parisons. We did not implement Bonferroni-type corrections to
minimize a possible Type I error inflation because product terms
capturing the interactions are correlated and such correction would
result in overly conservative tests given the known insufficient
statistical power in differential prediction analysis (Aguinis, Cul-
pepper, et al., 2010; Bobko & Russell, 1994; Cronbach, 1987;
McClelland & Judd, 1993). Moreover, as noted by Mattern and
Patterson (2013), “Although the overall sample size was quite
large, the average sample size per study was substantially smaller”
(p. 142). Specifically, the average subgroup sample sizes were
approximately 120 for African Americans and 135 for Hispanics,
which are not uncommonly large (e.g., Aguinis & Stone-Romero,
1997). Much larger sample sizes are needed to achieve satisfactory
statistical power (Aguinis, 2004a; Aguinis, Boik, & Pierce, 2001).

Table 3 shows that gender-based (i.e., FM) differential predic-
tion occurred for slopes in 8.3%, 16.2%, and 4.1% of the samples
for SAT-CR, SAT-M, and SAT-W, respectively. Considering re-
sults for the SAT-M, given that the FM comparison was based on
a total of 477,769 students, approximately 77,399 (i.e., 16.2% of
the total) attended an institution where SAT-M differentially pre-
dicted first-year college grades based upon gender. Black-White
differences for slopes for HSGPA, SAT-CR, SAT-M, and SAT-W
occurred in 39.7%, 19.4%, 13.4%, and 16.2% of the samples,
which amounts to approximately 132,640, 64,817, 44,770, and
54,125 students out of a total of 334,106, respectively. In addition,
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1.0 1 Institution:
—61, BW, ABy=0.006, ABsat.cr =0
——136, HW, APy =-0.198, ABsatn=0
—169. H“’_. A = 0014. A SAT-W = 0.004
=103, BW, ABy=-0.505, ABsat.n =-0.003
0.5 -
AY 0.0 1 \ /
-0.5 1
-1.0 -
T T T T 1
-2 -1 0 1 2
Standardized Predictor

Figure 2. Prototypical scenarios based on actual samples showing no dif-
ferential prediction and three forms of differential prediction. Institution #61: no
differential prediction, Institution #136: differential prediction based on
intercepts but not slopes, Institution #169: differential prediction based on
intercepts and slopes, Institution #103: differential prediction based
on slopes but not intercepts, AY: subgroup-based differences in predicted
criterion value (i.e., first-year college grade point average [GPA]), AR, =
subgroup-based differences in intercepts, and AB, = subgroup-based dif-
ferences in slopes. SAT-CR: SAT Critical Reading, SAT-M: SAT Math,
SAT-W: SAT Writing. FM: female versus male, BW: Black versus White,
and HW: Hispanic versus White comparisons. x- and y-axes show scores in
SD units.

there were HW differences for HSGPA and the SAT subtests in
25.0%, 13.3%, 18.9%, and 15.5% of the samples, respectively,
which suggests that approximately 86,125, 45,818, 65,110, and
53,397 students attended institutions where there is Hispanic—
White differential prediction (out of a total of 344,499 students).
Finally, Table 3 shows that differential prediction based on inter-
cepts is even more pervasive: 80.8%, 61.9%, and 41.3% of sam-
ples for the FM, BW, and HW comparisons, respectively. In other
words, there is differential prediction for the vast majority of
samples for the FM comparison, for more than half for the BW
comparison, and for just under half for the HW comparison.

Differential Prediction Generalization Analysis

Going beyond the reporting of the average degree of differential
prediction across samples, Table 2 also includes the square root of
the estimated SD of random effects for the nine regression coef-
ficients for the three comparisons (i.e., the column labeled as
“S,”). S, quantifies the extent of systematic differences in differ-
ential prediction across samples.

To assess the degree of differential prediction variability across
samples, Table 4 includes results of a formal test pertaining to
differential prediction generalization using Cochran’s Q statistic.

Recall that a statistically significant Q test suggests the presence of
heterogeneity beyond what is expected by chance (Aguinis &
Pierce, 1998; Aguinis, Sturman, & Pierce, 2008). Table 4 includes
results for Model 1, which includes the nine predictor variables
(i.e., five first-order effects and four product terms), and for Model
2, which includes Model 1 and the following additional sample-
level predictors: inverse of sample size (to account for sampling
error), proportion of test takers in reference group (i.e., to account
for differences in the size of samples across ethnicity- and gender-
based subgroups), subgroup mean differences regarding predictors
(i.e., three SAT tests and HSGPA), and sample-level SDs for the
four predictors. Results in Table 4 show that 13 out of the 15 Q
tests are statistically significant. The only two statistically nonsig-
nificant tests were the FM comparison for the SAT-W and
SAT-CR tests. In other words, results in Table 4 indicate that (a)
differential prediction based on HSGPA, SAT-CR, SAT-M, and
SAT-W does not generalize for the BW and HW comparisons; (b)
differential prediction based on HSGPA and SAT-M does not
generalize for the FM comparison, and (c) there is differential
prediction generalization based on the SAT-CR and SAT-W for
the FM comparison.

In addition to Q statistics, Table 4’s column labeled % shows the
percent of variance in coefficients across samples that remains
after accounting for methodological and statistical artifacts (i.e.,
variance decomposition based on S, values from Model 2). More
precisely, the rows for “Reference” show the percent of intercept-
based differential prediction variance across samples remaining
after accounting for methodological and statistical artifacts and the
rows pertaining to two-way interactions show the percent of slope-
based differential prediction variance across samples remaining
after accounting for methodological and statistical artifacts. These
results offer additional information about the extent of variability
(i.e., degree of lack of generalization) for each test and subgroup
comparison. Lack of differential prediction generalization was
greatest for HSGPA for the BW comparison (about 34% of vari-
ance in coefficients across samples remains after methodological
and statistical artifacts are taken into account), followed by the
intercept for the BW and HW comparisons (about 29% of variance
remaining for each), HSGPA for the HW comparison (about 28%
of variance remaining), SAT-W for the BW comparison (about
20% of variance remaining), SAT-M for the HW comparison
(about 19% of variance remaining), and the intercept for the FM
comparison (also about 19% of variance remaining). Alternatively,
for the SAT-W, only about 3% of variance in differential predic-
tion across samples remains after artifacts are taken into account
for the FM comparison.

Discussion

Our results reveal that the conclusion that “findings indicated
that the use of SAT and HSGPA results in minimal differential
prediction” (Mattern & Patterson, 2013, p. 146) is only reached
when we examine summary statistics collapsing across the 348
samples collected from the 176 colleges and universities. In con-
trast, differential prediction generalization analysis suggests that
there is substantial variability in differential prediction across
samples. In fact, subgroup differences in intercepts and slopes are
quite large for many colleges and universities and sample-level
variability remains after accounting for sampling error and other



publishers.

and is not to be disseminated broadly.

gical Association or one of its allied

This document is copyrighted by the American Psycholo,
This article is intended solely for the personal use of the individual user

1054

Table 3

AGUINIS, CULPEPPER, AND PIERCE

Pervasiveness of Range Restriction Corrected Differential Prediction Based on Intercepts and Slopes for Female—Male, Black—White,

and Hispanic—White Comparisons

Female-Male (339 samples;
477,769 students)

Black—White (247 samples;

Hispanic—White (264 samples;

334,106 students) 344,499 students)

Variable % N % = TPA % N % = TPA % N % = TPA
HSGPA 976 475,287 992 332,443 989 343,627
SAT-CR 295 220,203 397 175,566 394 183,023
SAT-M 490 344,011 .360 161,682 356 170,312
SAT-W .605 399,730 .834 317,429 .837 328,262
Reference .808 450,604 .619 259,959 413 194,088
HSGPA * Reference 224 143,715 .024 397 157,899 .093 .250 97,575 .080
SAT-CR # Reference .083 60,395 425 194 68,264 721 133 55,317 .667
SAT-M : Reference 162 91,421 .345 134 52,285 700 189 60,086 .659
SAT-W # Reference .041 15,982 192 .162 69,955 356 155 54,732 352

Note.

Criterion for all models: first-year college grade point average (GPA). Predictors: HSGPA = high school grade point average; SAT-CR = SAT

Critical Reading; SAT-M = SAT Math; SAT-W = SAT Writing. Reference: Dummy variable representing subgroups and coded as 1 for women and 0
for men (Female—-Male comparison), 1 for Black and 0 for White (Black—White comparison), and 1 for Hispanic and 0 for White (Hispanic—White
comparison). % = percentage of samples showing individual regression coefficients different from zero (p < .05); N = number of students based on
summing samples sizes of samples with coefficients different from zero; % = TPA = percent of samples with a differential prediction effect as large as
or larger than the test’s predictive ability (i.e., reference group slope) regardless of statistical significance. All values are computed using the model in

Equation 3.

methodological and statistical artifacts that could potentially in-
flate observed differential prediction variability (i.e., range restric-
tion, proportion of test takers across ethnicity- and gender-based
subgroups, subgroup mean differences on the predictors, and SDs
for the predictors). The finding regarding overall lack of differen-
tial prediction generalization is new because past research has only
provided evidence regarding validity generalization (i.e., Boldt,
1986a, 1986b; Linn et al., 1981), but not regarding differential
prediction generalization (or lack thereof). The Standards for
Educational and Psychological Testing note that “validity refers to
the degree to which evidence and theory support the interpretation
of test scores for proposed uses of tests” (American Educational
Research Association, American Psychological Association, and
National Council on Measurement in Education, 2014, p. 11).
Accordingly, the result regarding overall lack of differential pre-
diction generalization also has implications for validity because
knowledge that differential prediction does not generalize requires
interpretations of test scores within local contexts.

Implications for Theory and Future Research

Aggregating results based on samples for which there is over
prediction for one subgroup and samples for which there is under
prediction for the same subgroup leads to the conclusion that,
across samples, differential prediction is virtually nonexistent. The
British writer and politician Benjamin Disraeli (1804—1881) stated
the following (Huff, 1954): “A man eats a loaf of bread, and
another man eats nothing; statistics is the science that tells us that
each of these men ate half a loaf of bread.” The same issue of
aggregation across heterogeneous units—samples of students from
different colleges and universities in our particular case— explains
why Mattern and Patterson’s results suggest that differential pre-
diction is “minimal.”

The variability in observed differential prediction across sam-
ples is not explained fully by sampling error and other method-
ological and statistical artifacts that have accounted for the major-

ity of variance in validity coefficients across studies in past
research. Specifically, the lack of differential prediction general-
ization is not explained by criterion measurement error, range
restriction, proportion of test takers in reference group, predictor
SDs, and subgroup mean differences regarding predictors (i.e.,
SAT-CR, SAT-M, SAT-W, and high-school grade point average).
For the FM comparison, HSGPA and SAT-M show the greatest
lack of differential prediction generalization. For the BW compar-
ison, HSGPA also shows the greatest lack of differential prediction
generalization, followed by SAT-W, SAT-CR, and SAT-M. For
the HW comparison, the greatest lack of differential prediction
generalization was also observed for HSGPA, followed by
SAT-M, SAT-W, and SAT-CR.

Taken together, results suggest that, as is the case in many areas
in educational and organizational research (Rousseau, 1978), con-
text should play an important role in future college admissions
testing research. In particular, future research can investigate
cross-level interaction effects (Aguinis et al., 2013; Mathieu, Agui-
nis, Culpepper, & Chen, 2012). Specifically, as mentioned in the
Introduction, there are institution-level variables (i.e., Level 2
moderators) that likely affect the relationship between individual-
level test scores and performance (i.e., a relationship between a
level-one predictor and a level-one criterion). For example, why is
it that for some contexts and tests there are prediction differences
in favor of Black students whereas for others the opposite is true?
Mattern and Patterson (2013) took the first and unprecedented step
to make a substantial amount of data available, but their data did not
include information on substantive institution-level factors. We hope the
College Board and other test vendors, not only of college admissions
tests but also employee selection tests, will make institution-level
data available so that future research will be able to answer this
and other related critical questions. In other words, we currently do
not know which institution-level factors cause differential predic-
tion, and which particular form of differential prediction, across
contexts. Given our results, there is a need for future research to
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likely to create variability in the degree of differential prediction
across institutions.

Differential recruiting, mentoring, and retention interven-
tions across groups. To meet affirmative action goals, many
academic institutions make extra efforts to recruit, mentor, and
retain ethnic minority students—this is also the case regarding
women in fields in which they are underrepresented (e.g., STEM:
science, technology, engineering, and math). These extra efforts
could include using different admissions standards, offering extra
tutoring, and providing counseling opportunities while in college
(Berry et al., 2013). According to Berry et al. (2013), if institutions
implement these efforts, then students” admission into and success
in college can be a function of factors other than their cognitive
ability, which could reduce the relation between their cognitive
ability test scores and GPA. Because such efforts clearly differ
across institutions, it could also be a factor leading to different
degrees of differential prediction.

Differential course difficulty across groups. Finally, differ-
ential prediction may also be explained, at least in part, by differ-
ential course difficulty across gender- or ethnicity-based sub-
groups. For example, Berry and Sackett (2009) determined that
differential course difficulty may explain differences regarding
GPA scores and, moreover, this phenomenon may lead to a de-
crease in the resulting validity coefficient. Because differences in
course difficulty are unlikely to be homogenous across institutions,
it is also unlikely that the degree of differential prediction is
homogeneous across institutions.

More broadly, there are additional issues regarding the use of
GPA as the criterion that may lead to differential prediction
variability across institutions. For example, these include differ-
ential course selection, drop-out rates, and institutional selection
criteria at the local level, among others. As summarized by Berry
and Sackett (2009), “College GPA certainly reflects academic
performance to some degree, but there are also well-known
sources of construct-irrelevant variance in GPA—particularly in-
structors’ grading idiosyncrasies . . .” (p. 822). Hence, these and
other idiosyncrasies associated with a student’s GPA, which are
likely to vary across institutions, may account, at least in part, for
the lack of differential prediction generalization found in our
study.

Implications for Practice

Results regarding overall lack of differential prediction gener-
alization imply that SAT scores and HSGPA seem to function
differently across some subgroups and institutions in predicting
first-year college GPA. These results have important implications
for practice given that, since 2005, between 1.4 million and 1.6
million students have taken the SAT annually, more than 1.66
million students have done so in the class of 2012 (College Board,
2013), and about 1.7 million students have taken it during the year
2013 (Lewin, 2014).

Results included in Table 3, and our earlier discussion, provide
evidence regarding the pervasiveness of differential prediction.
However, to gain a fuller understanding of practical significance,
it is also important to consider the magnitude of the effect (Agui-
nis, Werner, et al., 2010). Table 3 includes the percentage of
samples with subgroup slope differences that exceed the magni-
tude of the test’s predictive ability for the reference group (i.e.,

AGUINIS, CULPEPPER, AND PIERCE

slopes between predictors and criterion). For instance, the refer-
ence group slope for SAT-CR was smaller than the subgroup
differences in 42.5% of FM, 72.1% of BW, and 66.7% of HW
comparisons. In contrast, Table 3 shows that fewer than 10% of
samples had reference group slopes for HSGPA that were less in
magnitude than the subgroup difference.

Although the aforementioned results regarding the prevalence
and magnitude of differential prediction provide evidence regard-
ing practical significance, results have important implications even
if differential prediction were smaller and existed in only a handful
of samples. The reason is that more than 1.5 million students and
their families are affected annually by decisions based on students’
scores. Moreover, for a test taker whose GPA has been underpre-
dicted for a desired college because of her ethnicity or his gender,
it is no consolation that on average, and across institutions, differ-
ential prediction is minimal. In short, our results regarding prac-
tical significance show that differential prediction should be taken
seriously and this is the reason why the Standards for Educational
and Psychological Testing “emphasize that fairness to all individ-
uals in the intended population of test takers is an overriding,
foundational concern, and that common principles apply in re-
sponding to test-taker characteristics that could interfere with the
validity of test score interpretation” (American Educational Re-
search Association, American Psychological Association, and Na-
tional Council on Measurement in Education, 2014, p. 49). More-
over, “a fair test does not advantage or disadvantage some
individuals because of characteristics irrelevant to the intended
construct . . . characteristics of all individuals in the intended
population, including those associated with race, ethnicity, gender

. must be considered throughout all stages of development,
administration, scoring, interpretation, and use so that barriers to
fair assessment can be reduced” (American Educational Research
Association, American Psychological Association, and National
Council on Measurement in Education, 2014, p. 50).

Our results suggest that lack of differential prediction when
using HSGPA and SAT tests cannot be assumed in making college
admissions decisions. Depending on the institution and its local
practices (e.g., admissions, grading, affirmative action policies),
and various contextual and societal factors, it is possible that there
may be differential prediction—and the form of such differential
prediction is unlikely to be the same across samples. In terms of
practice, institutions that rely on SAT and HSGPA for admissions
and other types of decisions (e.g., scholarship allocations) would
be well served by conducting a local differential prediction study
to understand whether it exists and its nature. Only through an
assessment of the presence of differential prediction together with
future research aimed at understanding the reasons for various
types of differential prediction will we be able to minimize it and,
hopefully, eliminate it. Moreover, the finding that there is differ-
ential prediction may call into question the use of a particular test
in a particular institution. In short, sample-level variability is too
substantial to rely on results that are aggregated across institutions
for determining whether differential prediction exists at any one
institution.

One possibility in terms of practice would be to use a specific
institution-based regression equation in making GPA predictions,
but there are three important caveats. First, a local differential
prediction study relies on data from one institution only and,
consequently, sample size may be small. Accordingly, because of
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a small sample and accompanying insufficient statistical power,
such institution-based differential prediction analysis is likely to
conclude that there is no differential prediction even if such
differential prediction exists (Aguinis, Culpepper, et al., 2010).
Thus, a power analysis is necessary before one can reach a con-
clusion of no differential prediction with confidence (Aguinis,
2004a). An additional recommendation is to use data from more
than one cohort of students—particularly for the case of smaller
institutions. But, such aggregation requires homogeneity of co-
horts and contextual process that may account for differential
prediction in a particular institution. Second, even if a local dif-
ferential prediction study involves adequate statistical power, the
resulting coefficients are influenced by statistical and methodolog-
ical artifacts (e.g., sampling error, range restriction). Hence, they
should be corrected so that the best estimates of population coef-
ficients are used (Hunter & Schmidt, 2004). Third, one of the five
anonymous reviewers included in the Journal of Educational
Psychology review team that evaluated the original and subsequent
nine revisions of our manuscript commented that the substantive
factors we described as possible sources of differential prediction
could be described as “institutional biases.” Hence, this reviewer
noted that the recommendation about conducting a local
institutional-level differential prediction analysis might legitimize
these institutional biases.

Regardless of whether an institution-level or other regression
equation is used, a possible solution to address the existence of
differential prediction would be to not use a common line and,
instead, use different regression lines across subgroups. This prac-
tice used to be fairly typical (Schmidt & Hunter, 2004), possibly
reflecting practitioners’ belief regarding the existence of differen-
tial prediction. However, with the passage of the Civil Rights Act
of 1991, the legal defensibility of this within-group norming has
come into question and, in fact, it is generally illegal without a
consent decree (Aguinis, 2004b, Cascio & Aguinis, 2011). Thus,
the current legal context in the United States highlights the ur-
gency to conduct additional research involving academic-
practitioner collaborations that will hopefully result in a greater
understanding of why and how differential prediction occurs.

Finally, our analyses involved an examination of differential
prediction by assessing each individual predictor. We followed this
approach because the goal of differential prediction analysis is to
understand whether test score-performance relations vary across
groups—for each test used in the decision making process (Amer-
ican Educational Research Association, American Psychological
Association, and National Council on Measurement in Education,
2014C). However, as noted by an anonymous reviewer, “what if,
for a single school, predictive bias is found for 1 or 2 predictors
(e.g., SAT-CR and SAT-M), but not the other predictors such that
when the total application score is computed, the bias from
SAT-CR and SAT-M is virtually cancelled out?” Although this is
a possibility in some cases, our position is that, based on profes-
sional standards (i.e., American Educational Research Association,
American Psychological Association, and National Council on
Measurement in Education, 2014; Society for Industrial and Or-
ganizational Psychology, 2003), the goal of differential prediction
analysis is to understand the role of each test and, therefore,
differential prediction analysis should be interpreted at the test
level of analysis.
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Limitations

Our results and conclusions should be interpreted within the
context of several limitations because of data unavailability that
we mentioned earlier. Specifically, we were unable to assess the
potential impact of violating the linearity, MAR, and constant
variance assumptions. In addition, we were unable to assess the
potential impact of bias in the criterion scores (i.e., GPA). Finally,
we were unable to correct for the potential effects of differential
reliability of predictors across samples.

Conclusion

Our introduction of the new concept called differential predic-
tion generalization, which combines previous work on differential
prediction and validity generalization, leads to the conclusion that
the degree and nature of differential prediction vary across sam-
ples. Such differences remain after some methodological and sta-
tistical artifacts that affect the observed variance of differential
prediction across institutions are taken into account. Thus, the lack
of differential prediction generalization is not because of artifacts
such as sampling error, criterion measurement error, and range
restriction. Moreover, our results suggest that hundreds of thou-
sands of individuals attend institutions for which there is differ-
ential prediction of first-year GPA and, consequently, scores are
under or over predicted based on a student’s ethnicity and gender
when a common regression line is used to make admissions and
other decisions. Because predictions of GPA are used by many
institutions to make admissions, scholarship, and other important
decisions that affect the lives of students and their families, there
is an important need for future research aimed at understanding the
reasons for differential prediction and differential prediction vari-
ability across institutions.
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