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The file drawer problem rests on the assumption that statistically non-
significant results are less likely to be published in primary-level studies
and less likely to be included in meta-analytic reviews, thereby re-
sulting in upwardly biased meta-analytically derived effect sizes. We
conducted 5 studies to assess the extent of the file drawer problem in
nonexperimental research. In Study 1, we examined 37,970 correlations
included in 403 matrices published in Academy of Management Journal
(AMJ), Journal of Applied Psychology (JAP), and Personnel Psychology
(PPsych) between 1985 and 2009 and found that 46.81% of those cor-
relations are not statistically significant. In Study 2, we examined 6,935
correlations used as input in 51 meta-analyses published in AMJ, JAP,
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PPsych, and elsewhere between 1982 and 2009 and found that 44.31%
of those correlations are not statistically significant. In Study 3, we ex-
amined 13,943 correlations reported in 167 matrices in nonpublished
manuscripts and found that 45.45% of those correlations are not statisti-
cally significant. In Study 4, we examined 20,860 correlations reported
in 217 matrices in doctoral dissertations and found that 50.78% of those
correlations are not statistically significant. In Study 5, we compared
the average magnitude of a sample of 1,002 correlations from Study 1
(published articles) versus 1,224 from Study 4 (dissertations) and found
that they were virtually identical (i.e., .2270 and .2279, respectively).
In sum, our 5 studies provide consistent empirical evidence that the file
drawer problem does not produce an inflation bias and does not pose a
serious threat to the validity of meta-analytically derived conclusions as
is currently believed.

In one of the seminal treatments of meta-analysis, Hunter, Schmidt,
and Jackson (1982) observed that “scientists have known for centuries that
a single study will not resolve a major issue. Indeed, a small sample study
will not even resolve a minor issue. Thus, the foundation of science is the
cumulation of knowledge from the results of many studies” (p. 10). That
entreaty for research syntheses, overwhelmingly in the form of meta-
analytic approaches, has led to a veritable revolution in methodology
and analyses in organizational behavior and human resource management
(OBHRM), industrial and organizational (I-O) psychology, and many
other fields (e.g., Aguinis, 2001; Burke, 1984; Burke & Landis, 2003;
Le, Oh, Shaffer, & Schmidt, 2007; Mount, Oh, & Burns, 2008; Schmidt,
Oh, & Hayes, 2009; Schmidt, Shaffer, & Oh, 2008).

If we consider modern meta-analysis to have been initially devel-
oped in the late 1970s (Cooper, 1979; Glass, 1977; Schmidt & Hunter,
1977; Smith & Glass, 1977), consider its growth in the 40-year period
since. For the period 1980–2010, there are 5,183 articles with the expres-
sion “meta-analysis” or its derivatives in the PsycINFO database. The
EBSCO Academic/Business Source Premier database notes 10,905 such
articles. In addition, the MedLine database features 15,627 such entries.
Another indicator of the interest in meta-analyses is the recent prolifera-
tion of special issues and compendia on this topic (e.g., Aguinis, Pierce,
Bosco, Dalton, & Dalton, 2011; Borenstein, Hedges, Higgins, & Roth-
stein, 2009; Cooper, Hedges, & Valentine, 2009; Curran, 2009; Geyskens,
Krishnan, Steenkamp, & Cunha, 2009; Rousseau, Manning, & Denyer,
2008). In addition, consider the coverage of meta-analyses in the Annual
Review of Psychology, one of the most influential publications across
all fields in psychology (i.e., the impact factor released in June 2011
was 18.29, which indicates the mean number of citations received during
2010 by articles published in 2008 and 2009). Annual Review of Psychol-
ogy chapters place more emphasis on meta-analytic compared to primary
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level study results (S. T. Fiske, personal communication, November 1,
2007). Not surprisingly, meta-analyses receive three times as many cita-
tions as primary-level studies (Aguinis, Dalton, Bosco, Pierce, & Dalton,
2011).

Notably, from the onset of this remarkable growth in the reliance on
meta-analyses for research syntheses, there has been an enduring issue
that is believed to compromise the fidelity of results generated from these
approaches—the file drawer problem (e.g., Greenwald, 1975; Rosenthal,
1979). The file drawer problem rests on the assumption that statistically
nonsignificant results are less likely to be published and, hence, less likely
to be included in meta-analytic reviews, thereby resulting in an upwardly
biased sample of primary-level effect-size estimates and upwardly bi-
ased meta-analytically derived summary effect sizes. There is a strong
and enduring belief that the file drawer problem is an important cause
for concern that compromises meta-analytic results and, hence, substan-
tive conclusions with important consequences for theory and practice.
For example, consider the following illustrative statements from articles
published in Journal of Applied Psychology (JAP) and Personnel Psy-
chology (PPsych). Mone, Mueller, and Mauland (1996) predicted that
“statistically underpowered research may never overcome what Rosen-
thal (1979) described as the ‘file drawer problem,’ meaning that due to
a field’s obsession with statistical significance, a study’s nonsignificant
findings may relegate it to terminal existence in a file drawer” (p. 117).
Viswesvaran, Barrick, and Ones (1993) issued the warning that “a practi-
cal concern in meta-analysis is that the studies being cumulated may not
be representative of all the studies conducted examining that relationship.
Rosenthal (1979) and Orwin (1983) provide expressions for estimating
the number of null or nonsignificant studies that would have to be with-
held in file drawers of researchers (i.e., usually the unpublished primary
studies) to threaten the conclusions derived from a meta-analytic cumula-
tion. The meta-analyst is then required to judge whether the conclusions
of the meta-analysis are likely to be reversed if all the data were avail-
able” (pp. 555–556). Similarly, Gilboa, Shirom, Fried, and Cooper (2008)
cautioned that “several researchers have raised the possibility that meta-
analytic studies may produce inaccurate (e.g., upwardly biased) estimates
of the relationships in question because of the publication bias, which
reflects the premise that studies producing non-significant or unexpected
results are less likely to be submitted and less likely to be accepted for pub-
lication” (p. 246). In addition to the importance of the issue in OBHRM,
I-O psychology, and related fields, the file drawer problem is considered to
be a very serious threat in many other scientific fields (e.g., neuroscience).
As a recent illustration, Fiedler (2011) issued the warning that “a file-
drawer bias (Rosenthal, 1979) facilitates the selective publication of strong
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correlations while reducing the visibility of weak research outcomes”
(p. 167). Moreover, Fiedler (2011) argued that “[w]hat we are dealing
with here is a general methodological problem that has intrigued critical
scientists under many different labels: the file-drawer bias in publication
(Rosenthal, 1979)” (p. 164).

These and numerous other similar statements that are included rou-
tinely in published meta-analyses have two characteristics in common.
First, they argue that the file drawer problem is pervasive and almost
unavoidable. In other words, the source of the file drawer problem is
in the effect-size estimates reported in primary-level research. Because
meta-analysts do not have access to the original data but only to the sup-
posedly upwardly biased resulting effect-size estimates, the file drawer is
an insurmountable problem. Second, the file drawer problem is viewed
as a critical issue to consider when conducting a meta-analysis because it
has an important biasing effect on the resulting effect-size estimates. This
bias in the resulting meta-analytic results is an important problem for the-
ory and practice. Specifically, biased effect-size estimates lead to theory
derailments and practices that may not be as effective as expected. For
example, practitioners may implement selection, training, and other inter-
ventions incorrectly believing that the effectiveness of such interventions
will be greater than they actually are due to an assumed overestimation of
meta-analytically derived effect sizes. This overestimation and incorrect
belief are supposedly caused by the file drawer problem. In short, the file
drawer is considered to be a pervasive and important problem.

What if it were possible to conduct a study to test the extent to which
the file drawer problem exists and biases meta-analytic results? Moreover,
what if the file drawer problem does not actually exist? What if, contrary to
the field’s zeitgeist, the file drawer problem is a methodological myth and
urban legend as has been suggested regarding other established method-
ological practices (Lance, 2011)? If the file drawer is not the big problem
it is believed to be, there would be important implications for research and
practice. With respect to research, future meta-analyses would not need
to implement procedures to estimate the extent to which the file drawer
may have biased the resulting effect-size estimates. As we describe in
subsequent sections, concern for the biasing effects of the file drawer
problem has led to a vast literature on how to mitigate its effects, and
meta-analysts routinely implement such procedures. If the file drawer is
not really the problem assumed to be, we would have more confidence
that meta-analytically derived effect sizes are not upwardly biased. As we
also describe later in this paper, the fear of the biasing effects of the file
drawer problem has led meta-analysts to include caveats, warnings, and
cautionary statements regarding practices based on meta-analytic results
given the potential overestimation of effects.
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Next, we provide a brief synopsis of the file drawer problem and
describe a five study research program that offers a novel approach to re-
visiting the long-held belief that the file drawer problem causes an upward
bias in meta-analytically derived effect sizes. Indeed, via collecting data
from six different sources, and engaging in methodological triangulation,
we find that, contrary to the established belief, the file drawer problem is
of little, if any, consequence for meta-analytically derived theoretical con-
clusions and applications in OBHRM, I-O psychology, and related fields.

File Drawer Problem

The file drawer problem is a subset of a broader category of publica-
tion biases. The issue of publication bias potentially arises “whenever the
research that appears in the published literature is systematically unrep-
resentative of the population of completed studies” (Rothstein, Sutton, &
Borenstein, 2005, p. 1; see Dickerson, 2005, and Sutton, 2005, 2009 for
extended histories of publication bias). This is not simply a missing-at-
random data problem. That a given study was randomly excluded from a
meta-analysis would be of little consequence. In such a case, the synthesis
would be relying on a sample of the available research/data. As noted by
Borenstein et al. (2009) “if the missing studies are a random subset of all
relevant studies, the failure to include these will certainly result in less
information, wider confidence intervals, and less powerful tests, but will
have no systematic impact on the effect size” (p. 277, italics added).

When research is systematically, not randomly, omitted from a synthe-
sis, however, there is a publication bias because “readers and reviewers of
that research are in danger of drawing the wrong conclusion about what
that body of research shows” (Rothstein et al., 2005, p. 1). Thus, the extant
meta-analytic literature reflects an enduring and ubiquitous concern re-
garding the universality and consequences of the file drawer phenomenon
on the synthesis of research (Borenstein et al., 2009; Howard et al., 2009;
McDaniel, Rothstein, & Whetzel, 2006; Rothstein et al., 2005; Sutton,
2009). The basic notion of the file drawer problem is the contention that
research with statistically nonsignificant results is less likely to be pub-
lished (e.g., see Borenstein et al., 2009; Cooper, 2010; Rothstein et al.,
2005; Sutton, 2009; see also, Walster & Clearly, 1970 for an early dis-
cussion of this issue). Consider the summary of the file drawer problem
provided by Cooper (2010): “research published in many journals is more
likely to present statistically significant findings—that is, findings that
reject the null hypothesis with a probability of p < .05 (or some other sig-
nificance criterion)—than all research on the topic. This bias against null
findings is present in the decisions made by both reviewers and primary
researchers” (p. 62).
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As noted by Rothstein et al. (2005), there has been publication bias
through the censorship of studies for as long as research has been
conducted and reported. Attention to that phenomenon, however, has
increased in recent years largely with the widespread adoption of meta-
analytic approaches to summarize research. Indeed, from its earliest foun-
dations (e.g., Bakan, 1967; Cooper, 1979; McNemar, 1960; Orwin, 1983;
Rosenthal, 1979; Smith, 1980; Sterling, 1959), the file drawer problem and
related issues are easily among the most extensively chronicled critiques
of the responsible interpretation of meta-analyses, or their lack thereof
(Becker, 2005; Dickerson, 2005; Duval, 2005; Hedges & Vevea, 1996;
Rothstein & Busing, 2005; Rothstein et al., 2005; Schwarzer, Antes, &
Schumacher, 2003; Sterne, Becker, & Egger, 2005; Sutton, 2005, 2009).

In fact, the general criticism that meta-analyses do not include a ran-
dom sample (i.e., an unbiased set of all available effect sizes) prompted
Bonett (2008, 2009) to call into question the use of the most widely ac-
cepted and implemented random effects meta-analytic methods including
the Hunter-Schmidt (2004) and Hedges and Vevea (1998) models. Such
a suggestion is consequential in as much as a review of meta-analyses
published in five OBHRM, I-O psychology, and management journals
over the period 1982 through 2009 ascertained that more than 80% of re-
ported effect sizes were computed using the Hunter-Schmidt procedures
(Aguinis, Dalton et al., 2011).

A series of ingenious developments have been designed to ascertain
whether a meta-analysis includes as many statistically nonsignificant
results as one would expect from a given array of effect sizes (see Sutton,
2009 for an extensive summary; see also, Kromrey & Rendina-Gobioff,
2006). These include “fail-safe N” approaches (Becker, 2005; Cooper,
1979; Gleser & Olkin, 1996; Orwin, 1983; Rosenthal, 1979), non-
parametric/rank correlation tests (Begg & Berlin, 1988; Begg & Mazum-
ber, 1994), linear-regression tests (Egger, Davey-Smith, Schneider, &
Minder, 1997; Stern & Egger, 2005), funnel plots (Light & Pillemer, 1984;
Macaskill, Walter, & Irwig, 2001; Stern et al., 2005), and the trim and
fill method (Duval, 2005; Duval & Tweedie, 2000a, 2000b; Schwarzer,
Carpenter, & Rucker, 2010). In other words, there is an extensive method-
ological body of work developed with the specific objective of mitigating
the supposedly important biasing effects of the file drawer problem.

Curiously, however, even with this distinguished body of work, there
remains a conspicuous frustration that endures from the work of Rosenthal
(1979) to present. According to the Google Scholar database, Rosenthal’s
(1979) discussion of this phenomenon has been cited 1,805 times as of
October 14, 2011. As noted, we can determine that the elements of a
given data array are potentially biased in that they do not include as many
statistically nonsignificant results as would be expected. For example, we
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might know that a given array is expected to have five to eight more
correlations that are not statistically significant. What we do not know,
however, is whether 10%, 20%, 50%, or more of the entire body of re-
portable research relevant to any given synthesis is nonpublished (e.g.,
Rothstein et al., 2005; Sutton, 2005). If the general premise of the file
drawer problem is correct, we simply do not know how many statistically
nonsignificant results there are. Without that information, the validity of
the entire body of published research—primary research, narrative re-
views, and meta-analyses—may be compromised (Fiedler, 2011). Once
again, there is some direct and derivative evidence of the existence of
publication bias (e.g., Rothstein et al., 2005; Stern & Egger, 2005; Sutton,
2005, 2009), but there is no estimate of its magnitude. This sentiment is
captured by Cooper and Hedges (2009): “As might be expected, publi-
cation bias is easier to detect than to correct, at least to correct in a way
that inspires great confidence” (p. 566). Given the enduring attention to
the file drawer problem and interest in the magnitude, if any, of its impact
on meta-analysis and substantive theory and practice, we propose a novel
approach, which we describe next.

File Drawer Problem Through an Alternative Lens

Consider the analytical outcome of a contemporary journal article in
OBHRM, I-O psychology, and related fields. That estimate of a given sta-
tistical outcome is not likely to be presented as a bivariate correlation—the
simple relationship of one variable (X) to another (Y). More likely, the
analysis/analyses that address some hypothesis or hypotheses of interest
will be multivariate in form, or the test of a model, or a factor analysis,
or any of a host of statistical procedures that go beyond a single bivari-
ate correlation analysis (Aguinis, Pierce, Bosco, & Muslin, 2009). In any
case, where, then, does a synthesist find the data that will constitute the
input data for a meta-analysis, particularly in the case of nonexperimen-
tal research? The answer is largely from a correlation matrix, which is
a repository of bivariate relationships. Importantly, such matrices have
several fascinating aspects for the meta-analyst. Consider, for example, a
correlation matrix included in a hypothetical study as follows. This study
focuses on a relationship of interest between some criterion variable Y
and, for the sake of discussion, six predictor variables and two moderator
variables. This analysis also has two control variables. All of these vari-
ables could be included in the test of a single model. What is imminently
clear, however, is that these variables were chosen by the researcher for
some analytical purpose, and these choices were presumably warranted
on some theoretical bases. Given that, the resulting correlation matrix,
comprised of 11 variables and, critically for the meta-analyst, bivariate
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correlations for each of their combinations, provides rs that are entirely
appropriate as input for subsequent meta-analyses. Notably, for the study
just described, none of these data are clutter. Each of the variables was
specified—and in many cases hypothesized—to have some relationship
with others. The number of effect sizes in this example is nontrivial. The
number of unique effect sizes in a given correlation matrix is k(k-1)/2. In
our 11-variable example, the number of unique effects sizes included in
the correlation matrix would be 55.

Given the pervasiveness of electronic databases, the starting point for
any meta-analytic review involves a search of relevant primary-level stud-
ies using certain keywords. However, conducting a meta-analysis based
on an electronic search strategy exclusively is likely to lead to an incom-
plete set of relevant primary-level studies. Moreover, the recommendation
that the search for effect sizes to be included in any given meta-analysis
go beyond what seem to be directly relevant articles has been known and
implemented for at least a quarter of a century.

McEvoy and Cascio (1985), for example, conducted a meta-analysis
of antecedents of turnover and noted that “the search involved several liter-
atures not normally associated with turnover research, such as supervisor
training, behavior modeling, assessment centers, and weighted application
blanks” (p. 343). Similarly, in a widely cited meta-analysis of antecedents
and consequents of organizational commitment (OC), Mathieu and Zajac
(1990) noted that “an article-by-article search of the Journal of Applied
Psychology, the Academy of Management Journal, Administrative Sci-
ence Quarterly, Human Relations, Organizational Behavior and Human
Decision Processes, and Personnel Psychology was performed for the
period January 1980 through September 1987. This final effort revealed
several studies that were designed primarily to investigate other topics,
yet included correlations with OC” (p. 172). In yet a third illustration
of a more recently published meta-analysis, Zhao, Wayne, Glibkowski,
and Bravo (2007) stated that “[b]ecause an electronic search with specific
keywords may sometimes miss relevant studies. . . we also conducted a
manual search of journals that regularly publish . . . [research that may be
relevant to the meta-analytic investigation]” (p. 658).

Thus, all elements in published correlation matrices are likely can-
didates for inclusion in a meta-analysis even though the main research
question and even research domain in the primary-level study may not
be directly related to the main research question and research domain of
the subsequent meta-analysis. This issue is highlighted by perusing ap-
pendices of meta-analyses that list the articles that were included in the
review. For example, Williams, McDaniel, and Nguyen (2006) conducted
a meta-analysis of the antecedents and consequences of pay satisfaction,
but their meta-analysis included correlations extracted from published
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articles addressing a wide range of different topics and research domains.
In fact, many of the articles that were used as sources for effect sizes ad-
dressed issues that are completely unrelated to the meta-analytic goal of
investigating the relationship between pay satisfaction and its antecedents
and consequences. These primary-level articles have titles such as “Late-
ness as a withdrawal behavior” (Adler & Golan, 1981), “Psychomet-
ric and substantive issues in scale construction and validation” (Dras-
gow & Miller, 1982), “A comparative study of mentoring among men and
women in managerial, professional, and technical positions” (Dreher &
Ash, 1990), and “Role of leadership in the employee withdrawal process:
A constructive replication” (Ferris, 1985).

In short, relying on a literature search that focuses only on relevant
keywords is known to result in a meta-analysis that does not include
all relevant primary-level effect sizes because many studies include rele-
vant variables without mentioning them in the title or abstract. The fact
that so many meta-analyses make this point explicitly highlights the key
point that all effect sizes included in published correlation matrices are
relevant candidates for inclusion in subsequent meta-analyses even when
some of the elements in a given correlation matrix are not central to the
primary-level study in question.

Of potentially more interest for our present purposes, some of the
rs included in a given correlation matrix may be statistically nonsignifi-
cant. That, however, is of absolutely no consequence. Indeed, statistically
non-significant elements in correlation matrices may not be subject to
whatever bias against statistically nonsignificant results has been broadly
hypothesized. No forces conspired to prevent the publication of these cor-
relation matrix data. We suspect that few journal submissions, which were
otherwise in order, have been rejected on the basis of null correlations in
their respective matrices. This is a potentially consequential observation
for several reasons. Consider, for example, that many correlation matrices
present us with hundreds of elements unfettered, we suspect, by any no-
tion of selection bias. If one considers the number of available correlation
matrices in the entire body of published research, the repository of bivari-
ate correlations is vast. Moreover, all of these correlations are suitable for
inclusion in meta-analyses.

As noted in an earlier section of our article, the file drawer problem
is not just a missing-at-random data problem. Rather, the issue is whether
research findings that appear in the published literature are unrepresen-
tative of the population of completed studies, an unknown percentage of
which were not published (e.g., Rothstein et al., 2005). Beyond that, at the
foundation of the file drawer problem is the supposition that some group
of unreported studies is not representative because these studies present
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far more often with statistically nonsignificant results (e.g., Borenstein
et al., 2009).

It is on that basis that we suggest an alternative lens by which to
examine the file drawer problem. Accordingly, we suggest that an assess-
ment of the magnitude of the file drawer problem should be based on the
equivalency, or lack thereof, of the correlation matrices of published and
nonpublished research. Given that, if the pivotal issue is whether the cor-
relations reported in nonpublished studies are fundamentally different in
terms of statistical significance and magnitude compared to those reported
in published studies, then an appropriate way in which to determine the
accuracy of such allegations is to study the actual source of these data.
And, that source is not a single bivariate effect size that as we have noted,
rarely exists in that form in published and, we presume, nonpublished
research. Rather, a more robust source for such an assessment will be the
correlation matrices.

To provide an assessment of the extent of the file drawer problem, we
derive estimates as follows: (a) frequency of statistically nonsignificant
results reported in primary-level studies; (b) the extent to which pub-
lished meta-analyses rely on such statistically nonsignificant results; (c)
the extent to which the frequency of statistically nonsignificant elements
in the correlation matrices in published primary-level studies is similar
to the frequency of statistically nonsignificant elements in the correlation
matrices of nonpublished primary-level studies, and (d) the magnitude of
correlations reported in published research versus doctoral dissertations.
Next, we describe five studies designed to obtain these estimates.

Study 1: Percentage of Statistically Nonsignificant Correlations Reported in
Primary Studies

The goal of Study 1 was to obtain an estimate of the frequency and
percentage of statistically nonsignificant correlations that are included
in published correlation matrices from nonexperimental research. Data
for this study consisted of a sample of correlation matrices reported in
JAP, PPsych, and AMJ. The choice of these journals was based on three
criteria. First, they are among the highest echelon of scholarly journals
in OBHRM and I-O psychology in terms of reputation as well as impact
factor (Cascio & Aguinis, 2008). Second, articles published in these three
journals routinely include correlation matrices that, as noted, are critical
for our analyses. Third, given the large number of submissions received
by each of these journals as well as the highly rigorous and selective
review process, these journals have some of the lowest acceptance rates
in OBHRM, I-O psychology, and related fields. Accordingly, it seems
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reasonable to infer that the file drawer problem would be most likely to
be observed in such research outlets.

Method

We randomly selected issues of JAP, PPsych, and AMJ, using Excel’s
random number generator from the following three periods: 1985–1989,
1995–1999, and 2005–2009. We chose the 1985–2009 period because
we wanted to include articles published in the past quarter century, which
begins 6 years after the publication of Rosenthal’s (1979) article on the file
drawer problem and ends when we began data collection (i.e., 2010). Once
we chose our 25-year range, we selected 5-year periods evenly spaced to
avoid potential selection bias. For each of the selected issues (e.g., JAP,
1997, issue 2), we examined the correlation matrices for all articles in
that issue and extracted information regarding two variables: (1) size of
the correlation matrix and (2) number and percentage of effect sizes that
were not statistically significant. We used the .05 cutoff as the criterion
for statistical significance, which required no judgment on our part. As
reported in each article, a given correlation in the matrix of interest was
either significant at the .05 level or it was not. Whether a given correlation
was “substantive” or “of practical consequence” or equivalently described
was not a factor.

Results and Discussion

We conducted the following analyses. First, we computed the percent
of correlations that are statistically nonsignificant in each of the three
journals. To do so, we computed the percent of statistically nonsignificant
correlations in each matrix and then produced an average of these per-
centages across all matrices for each journal. This type of analysis at the
matrix level considers the possibility that larger matrices are more likely
to include more statistically significant correlations than smaller matrices.
Second, we computed confidence intervals around the mean average per-
centages for each of the three journals. Third, we computed the correlation
between the size of each matrix and the percent of nonsignificant effect
sizes combining all matrices for each of the three journals. Studies report-
ing larger correlation matrices are likely to include more correlations that
are not central to the substantive issues under examination by the original
researchers so may be less likely to be rejected by journal editors who
are not concerned about these nonsignificant effect sizes. Thus, this third
analysis provides useful information because a positive correlation might
provide evidence of the file drawer phenomenon. Fourth, we computed
the average percentage of statistically nonsignificant correlations across
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all matrices across the three journals. Fifth, we computed the average sam-
ple size across all matrices for each journal together with 95% confidence
intervals. As we describe in the General Discussion section, this infor-
mation is important to understand whether the magnitude of correlations,
and not only the percentage of statistically nonsignificant correlations, is
similar across published and nonpublished sources.

For JAP, our analyses included 149 matrices with a total of 15,203
correlations. Across the 149 matrices, 46.51% of the correlations were
statistically nonsignificant. The 95% confidence interval (CI) around the
mean ranged from 42.71% to 50.31%. The correlation between matrix size
and percentage of statistically nonsignificant correlations was r(147) =
.046, p = .57. Finally, the correlation matrices from JAP upon which we
based our analyses are based on a mean sample size of 286.93 with a
95% CI from 226.11 to 347.75. The median sample size was 198, which
is comparable to the median sample size of 173 reported by Shen et al.
(2011) for all articles published in JAP from 1995 to 2008. The similarity
in sample size between our results and those reported by Shen et al. (2011)
provides additional evidence regarding the representativeness of our data,
which we collected by implementing a random procedure for the selection
of journal issues.

For PPsych, our analyses included 79 matrices with a total of 10,217
effect sizes. Across the 79 matrices, 46.53% of the correlations were
statistically nonsignificant and the 95% CI ranged from 41.14% to 51.92%.
The correlation between the size of the correlation matrices and percentage
of nonsignificant correlations was r(77) = .037, p = .75. Across all the
PPsych correlation matrices, these results are based on a mean sample size
of 301.24 with a CI of 234.57 to 367.91. The median sample size was 204.

For AMJ, our analyses were based on 175 matrices including 12,550
correlations. Across these matrices, the average of statistically non-
significant correlations was 48.08% and the 95% CI ranged from 44.89%
to 51.27%. The correlation between the size of the correlation matrices
and the percent of nonsignificant effects resulted was r(173) = .062, p =
.41. These estimates of the AMJ data are based on a mean sample size of
243.49 (95% CI of 203.42–283.56). The median sample size was 161.

Taken together, results based on a total of 37,970 effect sizes reported
in 403 correlation matrices in JAP, PPsych, and AMJ indicate that the
percentage of statistically nonsignificant correlations available to meta-
analysts is quite similar across the three journals and also quite large—not
remotely near zero. Regarding the similarity of results across journals,
averages are 46.51% for JAP, 46.53% for PPsych, and 48.08% for AMJ.
Moreover, evidence regarding the similarity of these mean percentages
is that the 95% CIs overlap considerably. Given the similarity of results
across journals, we combined the 403 matrices to compute an overall
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percentage of statistically nonsignificant correlations and found a mean
of 46.81% (95% CI of 44.58%–49.05%).

We acknowledge that to demonstrate that so many statistically non-
significant correlations are available for potential inclusion in subsequent
meta-analyses does not necessarily mean that a similarly high percentage
of nonsignificant correlations is actually used by published meta-analyses.
The determination of whether the percentage of statistically nonsignificant
correlations available from primary-level studies is similar to the percent-
age of statistically nonsignificant correlations used as input in published
meta-analyses is the goal of Study 2.

Study 2: Percentage of Statistically Nonsignificant Correlations Used in
Published Meta-Analyses

The goal of Study 2 was to generate an estimate of the frequency and
percentage of statistically nonsignificant correlations from primary-level
studies used as input in published meta-analyses. As previously noted,
the issue of statistically nonsignificant results and its potential impact has
largely been associated with meta-analyses. In Study 1, we found that
46.81% of published correlations available for future meta-analyses are
statistically nonsignificant. In Study 2, we used correlations included as
input in published meta-analyses to ascertain whether and to what extent
published meta-analyses may have relied on a much smaller percentage of
statistically nonsignificant correlations, which would signal the presence
of the file drawer problem.

Method

Aguinis, Dalton et al. (2011) content analyzed 196 meta-analyses pub-
lished in AMJ, JAP, PPsych, and other organizational science journals from
January 1982 through August 2009. Of these 196 published meta-analyses,
51 included a list of the primary-level studies from which effect sizes were
extracted and meta-analyzed (see Aguinis, Dalton et al., 2011, for a de-
tailed description of their database). The data we used in Study 2 included
6,935 primary-level correlations that were used in those 51 published
meta-analyses.

Results and Discussion

Results indicate that, across the 51 published meta-analyses, 44.31%
(95% CI of 39.38%–49.24%) of the correlations are statistically non-
significant. These estimates are based on a mean sample size of 320.80
with a 95% CI of 264.69–376.91. The median sample size was 326.5.



234 PERSONNEL PSYCHOLOGY

The result of 44.31% we obtained across the 51 published meta-
analyses is similar to the percentage of 46.81% obtained across the 403
correlation matrices reported in published primary-level studies described
in Study 1. Moreover, the 95% CIs around these two mean percentages
overlap considerably. Accordingly, results provide evidence that there is
a repository of statistically nonsignificant results in primary-level pub-
lished studies that is similar to the percentage of statistically nonsignifi-
cant effect sizes that comprise the primary level input data for published
meta-analyses.

Study 3: Percentage of Statistically Nonsignificant Correlations Reported in
Nonpublished Studies

Even with the notable aspect of the similarity of the estimates ob-
tained in Study 1 and Study 2, there remains yet a third estimate that
may facilitate our understanding of the extent of the file drawer problem.
Specifically, results from Studies 1 and 2 are about primary-level corre-
lations from published sources. We do not know the nature of the effect
sizes in nonpublished data, and it is that information that is crucial to
estimate the magnitude of the file drawer problem. As previously noted,
the basis of the file drawer problem is that statistically nonsignificant cor-
relations are less likely to be published and thus will not be included in
subsequent meta-analyses. Given our analyses thus far in Studies 1 and
2, an unanswered question is the extent to which correlation matrices in
nonpublished primary-level studies are distinctly different from their pub-
lished counterparts. Accordingly, the goal of Study 3 was to generate an
estimate of the frequency and percentage of statistically non-significant
correlations reported in nonpublished correlation matrices for nonexperi-
mental research.

Method

To obtain correlation matrices from nonpublished manuscripts, we
contacted the faculty members of 30 schools of business and 30 I-O psy-
chology programs using the SIOP and Business Week directories (Society
for Industrial and Organizational Psychology [www.SIOP.org/gtp]; Busi-
ness Week [www.businessweek.com/business-schools]). We randomly se-
lected one half of the listed faculty members at any given institution and
personally contacted them. We used Excel’s random number generator to
implement our selection process (details about this procedure are available
from the authors upon request).

The random selection process resulted in 361 faculty members. In an
e-mail, we contacted these faculty members and requested “the correlation
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matrices for papers that you have decided over the years not to submit
for publication or for whatever reasons have not been published.” Those
contacted were also informed that our interest was in the “file drawer
problem in meta-analysis.” Those contacted were also guaranteed that
the collected data would be used without attribution to the “owner” or
his or her institution. Moreover, those contacted were assured that we,
having secured the requested data (e.g., the size of the correlation matrix
and the nature of its effect sizes), would shred hard copies of the mate-
rials and delete the digital counterparts. Examples of universities in our
sample include University of Florida (Management), Indiana University
(Management and Entrepreneurship), Tulane University (I-O psychol-
ogy), and Michigan State University (I-O psychology). In addition, the
final selection of faculty included individuals at the assistant, associate,
and full professor rank. We are not able to provide additional identifying
information due to confidentiality concerns.

Results and Discussion

We received 167 correlation matrices (in some cases, more than one
matrix was provided by a single respondent). For this study, as for Studies
1 and 2, we used the .05 cutoff for statistical significance as noted in each
manuscript. Our data collection effort resulted in 13,943 effect sizes from
these 167 correlation matrices. We found that 45.45% of the correlations
were statistically nonsignificant, with a 95% CI of 42.29%–48.61%. The
correlation between the size of the correlation matrices and percentage of
nonsignificant effects was r(165) = −.056, p = .47. All of these estimates
are based on a mean sample size of 290.11 with a 95% CI of 221.58%–
358.64%. The median sample size was 197.

Results from Studies 1 through 3 indicate that the percentage of sta-
tistically nonsignificant correlations is similar across (a) those reported in
primary-level studies published in JAP, PPsych, and AMJ (Study 1); (b)
those used as input for meta-analyses published in JAP, PPsych, AMJ, and
other organizational science journals (Study 2); and (c) those included
in non-published primary-level studies (Study 3). Next, we describe an
additional study with the goal to produce further evidence regarding the
extent of the file drawer problem.

Study 4: Percentage of Statistically Nonsignificant Correlations Reported in
Doctoral Dissertations

The goal of Study 4 was to obtain an estimate of the frequency and
percentage of statistically nonsignificant correlations reported in nonex-
perimental doctoral dissertations. A comparison of correlations reported
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in dissertations to those reported in published studies is informative for
two reasons. First, unlike published studies, dissertations are available
regardless of whether they report statistically significant or nonsignif-
icant correlations. Second, nonexperimental dissertations often contain
a large number of variables without regard to statistical significance or
hypotheses. In contrast, it is common practice that publications based
on nonexperimental dissertations only report a subset of all the vari-
ables measured, typically those that are supportive of a subset of the
dissertation hypotheses. Because authors of dissertations can choose to
publish a subset of results, dissertations may contain a greater num-
ber of correlations compared to the number reported in publications
based on the same research. Consequently, the percentage of nonsignif-
icant correlations reported in dissertations may differ from that reported
in published studies (Shadish, Doherty, & Montgomery, 1989; Smith,
1980).

Method

We obtained correlation matrices from doctoral dissertations by lo-
cating full-text dissertations via the ProQuest Dissertations and Theses
A&I database from the same time periods examined in Study 1 (i.e.,
1985–1989, 1995–1999, and 2005–2009). To obtain a sample with a
similar research domain as those described in Study 1, we included
dissertations with micro-area subject classifications such as “manage-
ment and organizational behavior,” “management and human resources,”
and “occupational psychology.” Beyond these inclusion criteria, disser-
tations must have lacked explicit mention of an experimental research
methodology and included at least one correlation matrix. Although
most dissertations meeting these inclusion criteria were authored by in-
dividuals receiving doctoral degrees from management or psychology
departments, departmental affiliation played no role in our inclusion
criteria.

Our search resulted in locating 17 full-text dissertations for 1985–
1989, 314 full-text dissertations for 1995–1999, and 956 full-text disser-
tations from 2005–2009. To expand our sample for the 1985–1989 time
period, we relaxed our search criteria to include only the subject “man-
agement,” excluding the Boolean AND operator, which resulted in an
additional six for a total of 23 dissertations. We used random selection
without replacement for the 1995–1999 and 2005–2009 time periods until
50 dissertations containing at least one correlation matrix were retrieved
for each of these two time periods. In sum, our final sample consisted of
217 correlation matrices reported in 123 dissertations.
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Results and Discussion

Results indicate that, across the 217 matrices including 20,860 cor-
relations, 50.78% of the correlations are statistically nonsignificant. The
95% CI around the mean ranged from 47.24% to 54.32%. The correlation
between matrix size and percentage of statistically nonsignificant correla-
tions was r(215) = .029, p = .67. Finally, the 217 matrices were based on
a mean sample size of 236.17 (median = 127.00) and the 95% CI around
the mean ranged from 167.53 to 304.81.

As described earlier, doctoral dissertations are less likely to be affected
by the file drawer problem compared to papers published in highly selec-
tive peer-reviewed journals. Moreover, doctoral dissertations are likely to
include more variables and thus more correlations compared to published
papers, including some that are not directly linked to central hypothe-
ses. Nevertheless, our results show that the percentage of statistically
nonsignificant correlations is quite similar to those obtained in Study 1,
which was based on articles published in JAP, PPsych, and AMJ. More-
over, the 95% CI around the mean percentage in Study 4 overlaps with
the CIs for each of the data sources we examined in Studies 1 through 3.

Study 5: Magnitude of Correlations Reported in Primary Studies Versus
Doctoral Dissertations

Studies 1 through 4 focused on the frequency and percentage of sta-
tistically versus nonstatistically significant correlations. As we describe
in more detail in the General Discussion section, results based on Studies
1 through 4 provide indirect evidence regarding lack of differences in the
magnitude of correlation coefficients comparing published versus non-
published effect sizes. The goal of Study 5 was to gather direct evidence
regarding a possible difference in the average magnitude of correlations
reported in published studies versus doctoral dissertations. Similar to the
impetus for Study 4, dissertations are available regardless of whether they
report statistically significant or nonsignificant correlations and, therefore,
if the file drawer problem exists, the magnitude of correlations reported
in primary studies should be larger than the magnitude of correlations
reported in doctoral dissertations.

Method

We randomly sampled correlation matrices used in Study 1 (studies
published in JAP, PPsych, and AMJ) and correlation matrices used
in Study 4 (doctoral dissertations) until we reached at least 1,000
correlations for each of the two samples. In other words, we randomly
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selected one matrix out of 403 for Study 1 and extracted all correlations
and the sample size upon which the correlations were computed. Then,
we randomly selected a second matrix and also extracted the correlations
and sample size and continued with the process until we had extracted
at least 1,000 correlations. We used the same process to randomly select
correlations matrices out of the total of 217 used in Study 4. Once the data
collection was complete, we computed a within-matrix average and then a
weighted (by sample size) average correlation for each of the two samples.
In addition, we also computed confidence intervals around each of the
weighted averages as well as a chi-square distributed QB statistic. The QB

statistic provides information on whether there is a difference between
the mean effect sizes across samples greater than would be expected from
sampling error alone. In other words, QB tests the hypothesis that source
of data (i.e., published studies vs. doctoral dissertations) is a moderator
variable that has an effect on the magnitude of the obtained correlations
(Aguinis, Gottfredson, & Wright, 2011; Aguinis, Sturman, & Pierce,
2008).

Results and Discussion

The sample based on data from published studies included 1,002 corre-
lations from nine matrices (i.e., about 111 unique correlations per matrix)
and the sample based on doctoral dissertations included 1,224 correlations
from 11 matrices (i.e., also about 111 unique correlations per matrix).
Given that the number of unique elements in a correlation matrix is de-
termined by k(k-1)/2, each matrix had, on average, a dimension of about
14 by 14. The average dimension of matrices in Study 1 and Study 4 was
between 14×14 and 15×15. Thus, the similarity in the average dimension
of the matrices provides evidence regarding the representativeness of the
samples of matrices and correlations used in Study 5.

We first obtained an average effect size within each correlation ma-
trix. Then, we computed a mean weighted (by sample size) correlation
across each of the two sets of matrices. For the published studies, the
mean weighted (by sample size) correlation was .2270 and the 95% confi-
dence interval ranged from .1779 to .2762. For the doctoral dissertations,
the mean weighted (by sample size) correlation was .2279 and the 95%
confidence ranged from .1819 to .2740. In addition, QB (df = 1) = .0005,
p = .98, indicating that the magnitude of the correlations does not differ
across samples. We also conducted the same analysis but computed the
mean weighted (by sample size) effect sizes based on the 1,002 correla-
tions from Study 1 and the 1,224 correlations from Study 4, and substantive
results remained the same (i.e., means of .225 and .226, respectively, and
QB [df = 1] = .048, p = .83).
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The mean correlations are virtually identical across the two samples,
there is overlap in the confidence intervals, and the QB test indicates ho-
mogeneity of correlations across samples. Although we were surprised by
the near identical values for the mean correlations, we anticipated their
approximate magnitude because Aguinis, Dalton et al. (2011) found a
median correlation of .23 based on 5,581 meta-analytically derived corre-
lations. Aguinis, Dalton et al. (2011) extracted the 5,581 meta-analytically
derived correlations from 196 published meta-analyses, most of which
used both published and nonpublished correlations as inputs. So, the data
reported by Aguinis, Dalton et al. (2011) as well as the data we used in
Study 1 and Study 4 presumably were drawn from the same super pop-
ulation of primary-level data available in the entire field (published and
unpublished). This explains the similarity regarding mean correlations
across all three sources of data (i.e., Study 1 using published primary-
level studies; Study 4 using doctoral dissertations; and Aguinis, Dalton
et al. using published meta-analyses).

In sum, results indicate that there is no substantive difference in the
magnitude of correlations reported in primary studies compared to those
reported in doctoral dissertations. Accordingly, Study 5 provides addi-
tional evidence negating the putative effect of the file drawer problem.

General Discussion

The file drawer problem is one of the most enduring threats to the
validity of meta-analytic conclusions. The assumption is that null results
are less likely to be published compared to statistically significant results
and, hence, less likely to be included in meta-analytic reviews. Supposedly,
this results in an upwardly biased sample of primary-level effect-size
estimates and upwardly biased meta-analytically derived effect sizes. If
the general premise of the file drawer problem is correct, then it is a
cogent indictment for meta-analysis. More importantly, the meta-analytic
summaries of entire bodies of research of the scholarly community are
adulterated. Given that, we cannot accurately, irrespective of our well-
intended efforts, interpret our meta-analytic findings and where they fit
in the fabric of related work. Results based on the five studies reported
herein are remarkably consistent. Figure 1 provides a visual summary of
the point estimates as well as CIs for the percentage of statistically non-
significant correlations obtained across each of the different data sources
in Studies 1 through 4.

As shown in Figure 1, between 40% and 50% of primary level effect
sizes in published and nonpublished sources that are potentially included
and actually included in meta-analytic reviews are not statistically signif-
icant. We reached this conclusion by examining (a) 37,970 primary-level
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Figure 1: Overlap of 95% Confidence Intervals Around Mean Percentages
of Statistically Nonsignificant Correlations Across Studies 1–4.

Note. JAP: Primary-level studies published in Journal of Applied Psychology; PPsych:
Primary-level studies published in Personnel Psychology; AMJ: Primary-level studies pub-
lished in Academy of Management Journal.

effect sizes reported in 403 correlation matrices published in JAP,
PPsych, and AMJ; (b) 6,935 effect sizes used as input in 51 meta-analyses
published in JAP, PPsych, AMJ, and other organizational science journals;
(c) 13,943 correlations included in 167 matrices reported in non-published
manuscripts authored by I-O psychology and management scholars; and
(d) 20,860 correlations included in 217 matrices reported in doctoral
dissertations.

The importance of the file drawer problem for theory and practice
relies on the concern that meta-analytically derived effect sizes may be
inflated. We acknowledge that our analyses for Studies 1–4 are based
on the percentage of statistically non-significant correlations and these
studies did not assess differences in magnitude between published and
non-published correlations directly. However, the probability of finding a
correlation that is statistically significant is determined by the following
three factors: (1) pre-specified Type I error rate (α), (2) sample size, and
(3) effect size (Cohen, 1988). For Studies 1–4, we held α constant at
.05. In other words, a correlation was considered statistically significant
if it reached the .05 threshold as reported in each study. Second, sample
sizes across each of the four studies are similar. As reported earlier, for
each of the four studies, we collected information on the sample sizes
used to compute correlations. As a summary of these results, Figure 2
includes a graphic representation of each of the 95% confidence intervals
around mean sample sizes across our data sets. As shown in this figure,
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Figure 2: Overlap of 95% Confidence Intervals Around Mean-Sample Sizes
Across Studies 1–4.

Note. JAP: Primary-level studies published in Journal of Applied Psychology; PPsych:
Primary-level studies published in Personnel Psychology; AMJ: Primary-level studies pub-
lished in Academy of Management Journal.

all of the confidence intervals overlap, indicating the sample size was
similar across data sources. Finally, our results, which are summarized
graphically in Figure 1, also show that there is overlap across all con-
fidence intervals around mean percentages of statistically nonsignificant
correlations across all data sets. Thus, given that there are no differences
regarding the prespecified Type I error rates, sample size, and percentage
of nonsignificant correlations across data sets, we can conclude that there
are no differences in the magnitude of correlation coefficients comparing
published versus nonpublished effect sizes. This indirect evidence was
corroborated by direct evidence based on Study 5 regarding the similarity
in the magnitude of correlations reported in primary studies compared
to correlations reported in doctoral dissertations. Taken together, these
results have implications for substantive theory and practice as well as
methodological practices, which we describe next.

Implications for Theory and Practice

Our results suggest that, contrary to the established and long-held be-
lief, the file drawer problem does not pose a serious threat to the validity
of meta-analytically derived conclusions. Based on the belief that the file
drawer problem is of great concern, authors of meta-analyses routinely
take steps to address it when discussing implications for substantive con-
clusions. For example, many authors issue warnings that, due to assumed
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effects of the file drawer problem, substantive conclusions should be
interpreted cautiously—implying that the obtained meta-analytic effect
sizes may be larger.

To further understand the magnitude of the file drawer problem, con-
sider the following illustrations from articles published in JAP and PPsych.
Rhoades and Eisenberger (2002) noted that “the majority of antecedents
and all of the consequences passed the 5k + 10 guideline (Hedges & Olkin,
1985; Rosenthal, 1979) wherein the fail-safe N should be larger than five
times the number of studies included in the meta-analysis plus 10. Educa-
tion, gender, and Conscientiousness were the only variables that failed to
satisfy the guideline; the statistically reliable relationships reported for
these three variables should therefore be considered cautiously” (p. 703,
italics added). Also highlighting the magnitude of the file drawer problem,
Tett and Meyer (1993) wrote that “based on the assumption that unpub-
lished findings are weaker than (but as valid as) published findings (due to
possible bias favoring acceptance of studies reporting stronger findings),
and the fact that unpublished findings were largely excluded from the
present aggregations, current estimates of rho may be inflated. Difficulty
in obtaining the required information (i.e., K, mean N, mean r, and the
relative validity of unpublished studies) precludes firm judgments of the
degree of overestimation” (p. 267, italics added). Similarly, Allen, Eby,
Poteet, Lentz, and Lima (2004) concluded that “in some cases, initially
small effect sizes coupled with a small number of primary studies resulted
in a small number of additional studies averaging null results that would
be needed to reduce the effect size to .01 (e.g., mentoring and intentions to
stay). The reliability of the results pertaining to those relationships should
be viewed cautiously” (p. 132, italics added).

Our results suggest that these and many other similar caveats and
cautionary statements about the file drawer problem do not seem to be
warranted. This is indeed good news for substantive theory and practice
because our results indicate that the concern that the file drawer problem
leads to an overestimation of meta-analytically derived effect sizes is not
warranted. In short, we found no evidence to support the long-lamented
belief that the file drawer problem produces an upward bias in meta-
analytically derived effect sizes (i.e., rs).

Implications for Methodological Practices

A common methodological practice is to discuss the implications of
the file drawer problem in terms of results being robust and trustworthy.
Specifically, if a meta-analysis “passes” a file drawer problem test, then
substantive conclusions are interpreted more forcefully. Consider the fol-
lowing illustrations. Willness, Steel, and Lee (2007) noted that “in order
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to address potential ‘file drawer’ problems, Failsafe-N values were calcu-
lated for each of the variables, which estimates the number of unpublished
studies with an average effect of zero that would be required to reduce
a given meta-analytic coefficient to ± .10 (i.e., a small correlation with
lower practical significance, as per Cohen, 1969). These results appear in
Table 4, demonstrating that these findings are unlikely to be significantly
affected by publication bias” (p. 143). Similarly, Steel and Ovalle (1984)
concluded that “a total of 73,415 unpublished studies containing null
results would be required to invalidate the present study’s conclusion that
behavioral intentions and employee turnover are significantly related”
(p. 681). Finally, an article published in the July 2011 issue of JAP serves
as an illustration of the relevance and currency of the file drawer problem.
Specifically, Hartnell, Ou, and Kinicki (2011) included a table listing
failsafe ks for each of the 25 meta-analytically derived correlations. The
reason they did this is that they wanted to evaluate the “robustness of
their findings given that . . . meta-analytic results should consider the ‘file
drawer’ problem . . . because effect sizes may be biased” (p. 688).

Our results indicate that the methodological practice of estimating the
extent to which results are not vulnerable to the file drawer problem may
be eliminated. Stated differently, if, as our data suggest, the file drawer
problem is in fact not producing a bias, then there is no need to “fix” an
upward bias that does not exist.

We emphasize that we have based our analyses on correlation matrices
in OBHRM, I-O psychology, and related fields. However, these conclu-
sions are of no consequence for fields of research that rarely include a
correlation matrix in the recitation of research results or for journals that
do not require or strongly suggest them. Consider, for example, that the
empirical work of researchers in fields such as accounting, finance, soci-
ology, and economics rarely includes correlation matrices for the relevant
variables. Perhaps this helps us understand why a computer-aided search
of meta-analyses from 1980–2010 in the Journal of Finance, Journal
of Financial Economics, Accounting Review, Journal of Accounting Re-
search, American Sociological Review, American Journal of Sociology,
Rand Journal of Economics, and the American Economic Review resulted
in only two citations (i.e., Card & Krueger, 1995; Trotman & Wood, 1991).

An additional methodological implication of our results is that they
can help bridge the much lamented micro–macro divide (Aguinis, Boyd,
Pierce, & Short, 2011; Hitt, Beamish, Jackson, & Mathieu, 2007) by
the suggestion to extend the methodological practice in OBHRM and
I-O psychology journals to routinely include full correlation matrices in
other fields. We firmly believe that extant matrices constitute a crucial
repository for future research synthesis. An even larger repository, partic-
ularly in areas that have not required them historically, or even advocated,
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promises more inclusion of relevant data for such future syntheses. The
intradisciplinary publication bias (e.g., Borenstein et al., 2009; Cooper,
2010), whereby meta-analysts may be more likely to include work from
their own disciplines could also, at least in part, be addressed with the
addition of correlation matrices originated in other fields of inquiry. Con-
sider, for example, that research in accounting, finance, economics, and
sociology could complement the body of research in strategic manage-
ment studies, which, in turn, also relies on OBHRM and I-O psychology
research at the individual and group level of analysis (Dalton & Dalton,
2005).

Potential Limitations and Suggestions for Future Research

Our results show that correlation matrices for published non-
experimental research are essentially equivalent to correlation matrices
for nonpublished, nonexperimental research with regard to the percent-
age of nonsignificant effect sizes as well as the average size of effects.
We have not, however, established this phenomenon at the focal level.
Our data do not provide an insight into whether such comparisons would
maintain for studies—published and nonpublished—particularly focused
on, for example, the Big Five personality traits or employee withdrawal
behaviors (e.g., absenteeism, transfers, and turnover). Our research could
not examine this focal issue for two reasons. As noted in an earlier section,
we requested, with the promise of anonymity, the correlation matrices of
unpublished work from faculty members in management and I-O psychol-
ogy. Thus, we could not determine which of the variables in such matrices
were dependent, independent, control, moderator, or otherwise. In addi-
tion, even if we could have determined that information, we would not
have had sufficient statistical power to analyze such data. For the data col-
lection on which we relied, it would have been unlikely to have 15 cases,
for sake of discussion, with rs for the relationship between a given X-Y
for published data and 15 cases for that same X-Y for unpublished data.
This power issue will be manifest for research of this type and can only
be overcome by extensive data collection.

As an additional limitation to consider, our review focused on r as
the effect-size index. Our choice was guided by the fact that the vast
majority of meta-analyses published in OBHRM and I-O psychology are
based on rs (Aguinis, Dalton et al., 2011). Thus, we are not necessarily
able to extrapolate results from our analyses based on rs to meta-analyses
based on other effect-sizes indices such as ds, which are more common
in fields that favor the use of experimental design such as the medical
sciences. Accordingly, future research can examine the degree to which
the file drawer problem may affect meta-analytic conclusions derived from
analyses based on effect-size indices other than r.
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Conclusion

We conducted five studies to determine the existence and scale of the
file drawer problem. Critically, there was essentially no difference in the
percentage of statistically nonsignificant correlations reported in matrices
in published compared to nonpublished studies. In addition, we gathered
indirect and direct evidence in support of the similarity in the magnitude
of published and nonpublished correlations. Much like the general pop-
ulation, researchers are not immune to received doctrines and things we
just know to be true (Lance, 2011). These issues are “taught in undergrad-
uate and graduate classes, enforced by gatekeepers (e.g., grant panels,
reviewers, editors, dissertation committee members), discussed among
colleagues, and otherwise passed along among pliers of the trade far and
wide and from generation to generation” (Lance, 2011, p. 281). Our five
studies provide consistent empirical evidence that the file drawer prob-
lem does not produce an inflation bias and does not pose a serious threat
to the validity of meta-analytically derived conclusions as is currently
believed.
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