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CAUTIONARY NOTE ON
CONVENIENTLY DISMISSING 2
GOODNESS-OF-FIT TEST RESULTS:
IMPLICATIONS FOR STRATEGIC
MANAGEMENT RESEARCH

Herman Aguinis and Erika E. Harden

ABSTRACT

This cautionary note provides a critical analysis of a statistical practice
that is used pervasively by researchers in strategic management and
related fields in conducting covariance structure analyses: The argument
that a ‘“large” sample size renders the 7y’ goodness-of-fit test
uninformative and a statistically significant result should not be an
indication that the model does not fit the data well. Our analysis includes
a discussion of the origin of this practice, what the attributed sources
really say about it, how much merit this practice really has, and whether
we should continue using it or abandon it altogether. We conclude that it
is not correct to issue a blanket statement that, when samples are large,
using the x° test to evaluate the fit of a model is uninformative and
should be simply ignored. Instead, our analysis leads to the conclusion
that the ¢’ test is informative and should be reported regardless of sample
size. In many cases, researchers ignore a statistically significant Y’
inappropriately to avoid facing the inconvenient fact that (albeit small)

Research Methodology in Strategy and Management, Volume 5, 111-120
Copyright © 2009 by Emerald Group Publishing Limited
All rights of reproduction in any form reserved
ISSN: 1479-8387/doi:10.1108/S1479-8387(2009)0000005005
11



112 HERMAN AGUINIS AND ERIKA E. HARDEN

differences between the observed and hypothesized (i.e., implied )
covariance matrices exisl.

This cautionary note provides a critical analysis of a practice that is used
pervasively by researchers in strategic management and related fields (e.g..
human resource management, organizational behavior, applied psychology.
and educational measurement). We hope that this critical analysis will
provide information that will be useful to substantive researchers in their
own work as well as journal reviewers who evaluate the work of others.

Initially, Herman Aguinis, in his role of Editor-in-Chief of Organizational
Research Methods, noticed this practice in numerous manuscripts submitted
for publication consideration. To confirm the pervasiveness of this practice.
we subsequently conducted an in-depth review of the Method, Results, and
Discussion sections for each of approximately 1,800 articles published
between 2000 and 2006 in the following seven journals in strategic
management and related fields (i.e., human resource management,
organizational behavior, applied psychology, and educational measure-
ment):

Academy of Management Journal
Administrative Science Quarterly

Strategic Management Journal

Journal of Applied Psychology

Personnel Psychology

Applied Psychological Measurement
Educational and Psychological Measurement

We selected these journals because they arguably publish some of the
most methodologically sophisticated and rigorous empirical research in stra-
tegic management and related fields (Podsakoff, MacKenzie, Bachrach, &
Podsakoff, 2005). If a methodological practice is used frequently by resear-
chers publishing in these journals, it is likely that it is used by researchers
publishing in many other journals as well. As we illustrate in the next section
using several examples, we identified the following practice that, based on
our review, is sufficiently popular to be categorized as a statistical and
methodological myth and urban legend: ignore results based on a ¥
goodness-of-fit test because sample size is “too large.” This is an important
issue for strategic management research because the field has a long
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tradition of studies using archival data, and many of these studies include
large samples.

Next, we critically analyze this practice by answering the following
questions: Where did it come from? What did the attributed sources really
say about it? How much merit does it really have? Should we continue using
this practice or should we abandon it altogether?

IGNORE RESULTS BASED ON A 7
GOODNESS-OF-FIT TEST BECAUSE SAMPLE
SIZE IS TOO LARGE

In a covariance structure analysis, the null hypothesis is Hy: 3 = Y(0)
(cf. Cheung & Rensvold, 2001). In other words, this null hypothesis tests
whether the covariance matrix implied in the hypothesized model and the
observed covariance matrix fit identically in the population. The statistic
used for testing this null hypothesis is x°. In our review, we found that many
authors argue that the » test is uninformative and should simply be ignored.
This is because their sample size was “too large™ and, therefore, their y” test
had “too much statistical power,” which made it too easy to reject the null
hypothesis that the sample-based data provide evidence of good fit. In other
words, a common practice is to simply dismiss a statistically significant »°,
which would suggest that the data do not fit a hypothesized model well.
Note that if it is true that if the null hypothesis is false, y” will be more likely
to be statistically significant as sample size increases. This is an undisputed
mathematical fact (Marsh, Hau, & Wen, 2004). In contrast. the methodo-
logical myth and urban legend is the practice to routinely dismiss a statisti-
cally significant y* because it is “uninformative.”

There are at least two important problems regarding this practice. First. it
has been used for a wide range of samples sizes, in some cases as low as the
mid-100s. Second, the argument that N is too large, therefore rendering
the x° test uninformative, is used when i’ is statistically significant (i.e.,
signaling poor fit). However, our review did not reveal any statements about
N and statistical power (i.e., “'statistical power may be insufficient to reject
the null hypothesis™) when the 5 is not statistically significant (i.e., signaling
adequate fit). Thus, it seems that authors may use a self-serving double
standard regarding the interpretation of x” test results: Sample size is too
large and the test should be ignored if results are statistically significant
suggesting that the data do not fit the hypothesized model well: whereas
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sample is just fine (and not “too small”) if results are not statistically
significant indicating that the data do fit the hypothesized model well.

Our review of the literature found that the belief that the x° test is
uninformative and should be simply discarded in the presence of “large”
samples seems to be so pervasive that it reaches the category of myth and
urban legend. For example, consider the following illustrations from stra-
tegic management and related fields. Goerzen and Beamish (2003) examined
the performance of multinational enterprises and proposed splitting the
concept of geographic scope into international asset dispersion and country
environment diversity. After testing their hypothesized model, they found
a statistically significant y°, but nevertheless concluded that “the research
model fits the data well” because “this measure is excessively conservative
and is biased against large samples (Bollen, 1989; Joreskog & Sorbom,
1981)” (p. 1300). Hessen, Dolan, and Wicherts (2006) noted that ...
chi-square values are inflated by large total sample sizes. Therefore, in the
case of the present sample sizes, chi-square difference results are of little
use” (p. 239). Similarly, Allen, Van Scotter, and Otondo (2004) justified
ignoring a significant z° statistic by stating that “[tlhe y” statistic was
significant (¢’[30df] = 121.21, p<0.05), but the y is sensitive to large
sample sizes...” (p. 159). Likewise, as yet another example, Scullen,
Mount, and Goff (2000) reported that “even excellent models typically
yield statistically significant chi-square values when the sample size is large
(Hu & Bentler, 1995)” (p. 963). Our literature review revealed numerous
additional illustrations of similarly worded statements used to justify the
dismissal of a statistically significant z° (e.g., Ang & Huan, 2006; Davis &
Finney, 2006; Kim, Cramond, & Bandalos, 2006; Schaufeli, Bakker, &
Salanova, 2006, for examples of articles published in 2006 only). In short,
researchers find a statistically significant ° and, regardless of the specific
sample size, issue a statement that this result will simply be ignored because
N is “too large.”

The examples above indicate that there is quite a bit of agreement among
substantive scholars in strategic management and related fields about this
practice. But, is this argument justifiable? What do the cited sources invoked
in these articles say about the legitimacy of ignoring a statistically significant
7°? What is a “large™ sample size in the context of the x” test? What are the
negative consequences if the y° is too sensitive and has “too much statistical
power”? Let us examine what the cited sources really say about each of these
issues.

Bollen (1989) is usually cited as one of the sources to support disregarding
a statistically significant y°> because sample size is too large. In sharp
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contrast to the way Bollen is cited, consider the following statement
included in this book:

® “A third condition for (N—1)Fy; to approximate a chi-square variate is
that the sample be sufficiently large™ (p. 267).

Bentler and Bonett (1980) is an article also frequently cited as a source
regarding the effects of large sample sizes on the i test results. Consider the
following statements from this frequently cited source:

* “In large samples virtually any model tends to be rejected as inadequate,
and in small samples various competing models, if evaluated, might be
equally acceptable™ (p. 588).

¢ “While the chi-square test provides valuable information about a
statistically false model, problems associated with sample size mitigate
the value of the information that is obtained. The increase in ability to
detect a false model with increasing sample size represents an important
aspect of statistical power, but in the context of most applications in
which the exactly correct model is almost certainly unknowable, this effect
of sample size is a mixed blessing. Since the chi-square variate is a direct
function of sample size, the probability of rejecting any model increases as
N increases, even when the model is minimally false ...” (p. 591).

® “There is another problem. In many circumstances one would like to
establish that the model provides a plausible representation of the data. In
effect, a nonsignificant chi-square value is desired.... This procedure
cannot generally be justified, since the chi-square variate v can be made
small by simply reducing sample size” (p. 591).

® “These difficulties [referring to the effects of N on the chi-square test]
can be illustrated by two examples. McGaw and Joreskog (1971) repor-
ted an eight-factor exploratory factor analysis of 21 variables based on
N =11,743 ... the probability of the associated solution based on the
tabled values of the chi-square distribution was less than 0.01....
However, in view of the large sample size, it is likely that no factor model
with positive degrees of freedom could be found that would fit the data
with probability greater than 0.05. . .. The converse problem is illustrated
in a study by Bentler and Lee (1979). They studied the intercorrelations of
four personality variables. . . in a sample of 68 children. ... This solution
yielded v(35) = 43.88. This value does not exceed critical cutoff values in
the chi-square distribution . ... However, in view of the small sample size,
numerous competing models, if evaluated, might similarly be accepted”
(pp. 591-592).
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Hu and Bentler (1995), which is also one of the cited sources often
invoked to support the notion that when N is too large the y* test is
uninformative, offered the following view:

e *__.with the increased statistical power of the test afforded by a large
sample, a trivial difference between the sample covariance matrix S and the
fitted model ¥ may result in the rejection of the specified model™ (p. 78).

In sum, comparing the statements found in the cited sources with how
these sources are cited leads to several conclusions. First, although the cited
sources refer to sample size being an issue to consider in interpreting 1 test
results, some sources actually warn about having a sample that is 00 small.
Large samples are needed not only for an accurate estimation of the fit of
the data to the model, but also for the accurate estimation of the model’s
parameters (especially for maximum likelihood estimation). Second, although
some of the cited sources conclude that a “large” sample size may lead to a
statistically significant y* even when the difference between the sample-based
and the implied covariance matrices is trivial, we have been unable to locate
conclusive information regarding what a “large™ sample is. In their illustra-
tions, Bentler and Bonett (1980) refer to N = 11,743 as large and N = 68 as
small. The vast majority of published studies in strategic management and
related fields include sample sizes closer to 68 than 11,748, so the large sample
size problem (i.e., rejecting good models) may actually not be as pervasive as
the small sample size problem (i.e., accepting poor models). Finally, although
some authors refer to having “too much statistical power,” this is not really
a problem of the y” test and, instead, the problem is in how to interpret
the meaning of statistical significance (Aguinis, 2004; Cascio & Aguinis,
2005). The p value associated with the i statistic is the probability of
observing the sample data, or data more deviant, given the condition that the
null hypothesis 3 = $(8) is true. Thus, a statistically significant z* does not
tell us whether the difference (if any) between Y and ) (0) is practically
significant, and only tells us that it is unlikely (usually at a probability of
p<0.05) that the null hypothesis is true.

IMPLICATIONS FOR STRATEGIC MANAGEMENT
RESEARCH

Is it appropriate to dismiss a statistically significant y* test and label the test
as uninformative on the grounds that sample size is “too large™ This is a
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very important question for strategic management research because the field
has a long tradition of studies using archival data, and many of these studies
usually include large samples. As is the case with any test of statistical
significance, the probability of obtaining a statistically significant result
increases as sample size increases (assuming that the population parameters
are not exactly identical) (Aguinis, Beaty, Boik, & Pierce, 2005). This is a
mathematical fact and it is a desirable property for a test statistic and
therefore it is expected that the y* will vary directly with N for incorrectly
specified models (Marsh et al., 2004). Note, however, that if a study’s sample
is inordinately large, one may conclude that the sample-based covariance
matrix is dissimilar to the covariance matrix implied by the hypothesized
model in the population even if the difference between the matrices is
miniscule and practically or scientifically insignificant. This characteristic is
by no means unique to the ¥’ test. For example, a correlation coefficient
r = 0.05 (i.e., variable X explains only 0.25% of the variance in the criterion
variable Y) is statistically significant at the 0.05 level if N = 1,600. In the
case of this correlation coefficient, we most likely would not conclude that,
in spite of being statistically significant, r = 0.05 is scientifically or prac-
tically significant given that there is only 0.25% of variance explained in the
criterion variable (Aguinis & Harden, 2009). Similarly, a statistically signi-
ficant y* based on an inordinately large N may not necessarily mean that the
difference between the covariance matrices in the population is scientifically
or practically significant.

Unfortunately, researchers seem to focus on the effects of what is
categorized as a “large” sample size on the interpretation of the y° test and
often use this issue as justification for ignoring a result that indicates the
data in hand do not fit their hypothesized model well. On the other hand,
researchers seldom mention that a small N may be a problem and, in spite of
a ¥ that is not statistically significant, alternative untested models may fit
equally as well (Bollen, 1989). This is unfortunate because it is not clear
what a “large” sample size is. For example, authors have argued that a y’
test should not be used based on the large sample size argument with N’s in
the mid-100s. Can N of about 150 really be considered such a large sample
that it leads the y” test to detect scientifically and practically insignificant
differences between the implied and sample-based covariance matrices in the
population? Or, are some authors conveniently and self-servingly using this
argument to avoid addressing the possibility that the data may not fit the
hypothesized model well?

A reasonable question that could be asked is why is this practice so
pervasive? We can only speculate on the reasons, but we suspect that some
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authors may invoke this statistical myth and urban legend as a pre-emptive
strike to counter a potential criticism from a journal reviewer when results
do not turn out as predicted (e.g., a statistically significant * signals poor
model fit). Another reason may be lack of proper statistical training of
substantive researchers, as has been documented by several studies (Aiken,
West, & Millsap, 2008). Regardless of the reason for invoking it, we
emphasize that our focus is on a critical analysis of the practice, and not on
specific authors who have used it. It is not our intention to point fingers and
blame specific authors. Similar to other cautionary notes published else-
where (e.g., Pierce, Block, & Aguinis, 2004), our goal is to raise researchers’
awareness about the relative appropriateness of methodological and
statistical procedures that will hopefully serve to foster more accurate prac-
tices in the future. This is particularly important in the case of substantive
researchers and journal reviewers (i.e., those not specializing in measure-
ment and statistics).

CONCLUDING COMMENTS

The question we addressed is: Is it true that when samples are “large,” using
the ¢ test to evaluate the fit of a model is uninformative and can be simply
ignored? The answer to this question is no. Our analysis leads to the
conclusion that the ¥* test is informative and should be reported regardless
of sample size. We base this conclusion on the following points. First, it is
the only test to assess the statistical significance of the difference between the
implied and the observed correlation matrices. Other goodness-of-fit indexes
exist (e.g., comparative fit index, normed fit index, and root mean square
error of approximation), but they are not tests of statistical significance.
Second, we do not really know what a “large” sample is. It seems disin-
genuous to use the same “large N7 argument regardless of a study’s sample
size. Third, the presence of samples that are too small (leading to incorrectly
accepting a model) seems to be more common in strategic management and
related fields than the presence of samples that are too large (leading to
incorrectly rejecting an incorrect model). Thus, it is likely that in published
research in strategic management and related fields, some inappropriate
models have been retained as adequate (due to small sample size). Fourth,
even if a sample is inordinately large, which is not the most typical scenario
in strategic management and related fields, the ¥ test is informative because,
if interpreted correctly, it provides information regarding the fit between
the observed covariance matrix in relation to the covariance matrix in the
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population underlying the hypothesized model. A statistically significant
¥ tells us that the hypothesized and sample-based covariance matrices are
not likely to be identical in the population, but does not tell us whether
this difference is practically or scientifically important. Unfortunately, the
argument that sample size is ““too large” and, therefore, a statistically signifi-
cant y° test should be ignored, seems to be used sometimes as a ratio-
nalization for ignoring the result that the null hypothesis 3~ = 37(0) (i.e., the
hypothesized model i1s correct) has been rejected. In many cases, this
argument is used inappropriately to avoid facing the inconvenient fact that
(albeit small) differences between the observed and implied covanance
matrices exist and a researcher’s proposed model may actually be incorrect.
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